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What is lacking among development practitioners today is not ideas, but an idea of whether 

or not the ideas work [Duflo, 2003]. 
 
 

1. Introduction 

With limited resources and almost unlimited needs, impact evaluations ought to be an 

integral part of the policy formation process. The benefits of knowing which programs 

work and which do not extend far beyond any program or agency. A credible impact 

evaluation is also a global public good in the sense that it can offer reliable guidance to 

international organizations, governments, donors, and nongovernmental organizations in 

their ongoing search for effective ideas (Duflo, 2003). By credibly establishing impact, one 

can also counteract potential skepticisms about how funds are used and thereby build long-

term support for international aid and development. It is also much easier to leverage 

resources when a project has been proven to work. With these facts in mind, it is surprising 

that impact evaluations are more an exception than a norm. 

This paper is an introduction and, to some extent, a practical guide for researchers 

and practitioners interested in impact evaluation in education, health, water and sanitation. 

However, since the methods and concepts dealt with in this paper do not only apply to 

these sectors, the paper should be of more general interest. The paper is not a review of 

research using randomized or non-randomized evaluation methods, although we use past 

studies with a focus on sub-Saharan Africa to illustrate concepts and methods. Nor is it a 

paper that will in detail explore the properties of the various existing evaluation methods, 

although we provide references to in-depth studies. 

The outline of the paper is as follows. In section 2, we discuss the question: What 

type of intervention/projects should one evaluate? We make a simple point, namely that the 

choice of which projects/interventions to evaluate should not be based on the ease at which 

the study can be implemented, but needs to be determined based on an overall assessment 

of how the sector works. Because some interventions are easier to evaluate than others, 

there is a risk that the researchers will pick projects to evaluate that are not necessarily of 

first-order importance. Section 3 discusses the issue of structural and reduced form 



relationships. The main section, section 4, discusses the evaluation problem, or the 

selection bias problem, and reviews both randomized and non-randomized methods that 

have been developed to deal with this bias. We start by discussing the most credible design 

− the methodology of randomized evaluations. Thereafter, we discuss non-randomized 

methods, including the regression-control framework, matching methods, difference-in-

differences and fixed effects methods, the instrumental variable approach and regression-

discontinuity methods. Section 5 discusses inference issues, including problems associated 

with measurement errors and grouped data. Section 6 discusses data issues and power 

calculations and section 7, finally, concludes the paper. 

 

2. Inputs or incentives: What should be the focus? 

The deplorable state of publicly provided services in health, education, water and 

sanitations sectors in developing countries in general, and sub-Saharan Africa in particular, 

is evident from the data. For example, approximately 11 million children under-five die 

each year and almost half of these deaths occur in sub-Saharan Africa. More than half of 

these children − nearly 6 million − will die of diseases that could easily have been 

prevented or treated if the children had had access to a small set of proven, inexpensive 

services (Black et al, 2003; Jones et al, 2003). 

Despite the tremendous progress in expanding enrollment and increasing years of 

schooling since 1960, 113 million children of primary school age are still not enrolled in 

school (Glewwe and Kremer, 2005). The problem once more appears to be most acute in 

sub-Saharan Africa. In 2000, the net enrollment rate in sub-Saharan Africa was 56 percent, 

compared to the average for the group of low-income and middle-income countries of 85% 

and 88%, respectively. Looking at the secondary school gross enrollment rate, sub-Saharan 

Africa comes out even worse. In 2000, the secondary school gross enrollment rate was 27 

percent, almost half of that of South Asia − the region with the second lowest average. 

Maybe even more alarming, the quality of schooling in many developing countries is 

abysmal. As an example, a study on Ghanaian grade 6 students found the mean score on a 

very simple multiple-choice reading test to be similar to what one would expect from 

random guessing (Glewwe, 1999). 



Evidence from water and sanitation sectors points in the same disturbing direction. 

For example, meeting the UN Millennium Development Goals of reducing the proportion 

of people without sustainable access to safe drinking water by half, will require providing 

over 900 million people in rural areas of less developed countries with either household 

water connection or access to a constructed public water point within one kilometer 

(Kremer, et al 2006). In 2004, it was estimated that almost every other household (44% of 

the population) in sub-Saharan Africa lacked access to a sustainable water source − a small 

improvement from the 1990 figure of 51%. 

What explains the dismal quality of the social services offered to the poor in 

developing countries? Clearly, inadequate funding is a plausible explanation. However, 

evidence presented in the 2004 World Development Report, and elsewhere, suggests that 

this is not the only reason. The provision of public services to poor people in developing 

countries is also constrained by weak incentives of service providers − schools and health 

clinics are not open when supposed to; teachers and health workers are frequently absent 

from schools and clinics and, when present, spend a significant amount of time not serving 

the intended beneficiaries; equipment, even when fully functioning, is not used; drugs and 

vaccines are misused; and public funds are expropriated (Bjorkman and Svensson, 2007). 

Recent findings from rigorous, randomized evaluations in the education sector in 

Kenya and India also find little evidence that more resources on their own, with no changes 

in the way education is delivered, can improve the quality of education (Glewwe and 

Kremer, 2008). Thus, while there is still a great deal of value in identifying and evaluating 

the effects of increased supply or inputs, or the right mix of inputs, this alone will not get at 

the core of problem. As a consequence, attention is shifting towards understanding 

incentives and constraints facing both service providers and users. This involves studying 

both formal incentive schemes, like providing financial incentives to teachers or small in-

kind incentives to mothers to get them to immunize their children, and demand driven 

approaches with an emphasis on popular participation, where the incentives are created 

through public pressure. 

Overall, the focus on provider incentives seems promising, although the evidence to 

date is somewhat mixed. In education, where the bulk of the impact evaluation studies has 

been done, a number of studies document fairly large improvements in outcomes when 



modest incentives have been given to teachers. However, these examples involve financial 

incentives implemented by non-government organizations. When public officials have been 

involved in the implementation of the incentives scheme, things seem to work less well 

(Banerjee at al, 2008). 

The demand driven approach has been subject to less scrutiny. Bjorkman and 

Svensson (2007) is an exception and documents large effects on both utilization and health 

outcomes from a community-based monitoring project in primary health in Uganda. Other 

studies, however, document much smaller effects (see, for instance, Olken, 2007, Banerjee 

at al, 2008). Taken together, these findings stress the need to better understand if and under 

what conditions demand driven approaches to strengthen providers’ incentives to serve the 

poor may work. More generally, the findings suggest the need of focusing impact 

evaluation not only on the last link in the service delivery chain; i.e., using variation across 

service providers and users to estimate the impact of various programs and interventions. 

After all, a country’s ability to improve service delivery outcomes is not only (and 

sometimes not even primarily) determined by what happens at the school or health clinic 

level, but by the behavior of different actors and agencies involved in the design and 

implementation of education policy. And since the implementation of social service 

delivery in developing countries is often plagued by inefficiencies and corruption, 

interventions that focus on improving governance in general and governance of social 

services in particular may be a cost-effective way of improving service delivery outcomes 

(Reinikka and Svensson, 2007). 

 

3. Methodological issues 

This section lays out a simple framework to help us think about structural forms, reduced 

forms, and causal relationships in social sectors like education, health, water and sanitation. 

Without much loss of generality, we structure the discussion around primary education and 

education policies.1  

 Consider a household, or specifically the parents of a child, with a utility function 

(3.1)     ),,( ASCUU = , 

                                                           
1 See Glewwe and Kremer for a more thorough discussion of these issues and Glewwe (2005) for a similar 
exposition focusing on child health. 



where C is a vector consumption of goods and services, including leisure, at different time 

periods; S is a vector of each child’s years of schooling, and A is a measure of learning for 

each child. 

A natural starting point for economists is to consider a household that maximizes 

(3.1), subject to a budget constraint, a production function for learning, and the function 

linking learning to future labor income. To simplify, we assume that each household only 

has one child, so we can treat A and S as scalars, and only one school to choose from. 

The production function for learning is 

(3.2)     ),,,,( IhcccqSAA = , 

where q is a vector of school and teacher characteristics, cc is a vector of child 

characteristics (like innate ability), hc is a vector of household characteristics (like parents’ 

education), and I is a vector of school inputs under the control of parents. We use capital 

letters to denote endogenous variables, or choice variables, and small letters to denote 

exogenous variables. If we assume, somewhat unrealistically, that parents cannot influence 

school or teacher characteristics, we can treat q as exogenous. In I we include factors such 

as purchases of textbooks by parents, private tutoring and child health. 

The (inter-temporal) budget constraint tells us that the household’s income (parental 

income, the income generated from home production by the child, and transfers from the 

child when working as an adult) cannot exceed the household’s expenditure (which 

depends on the quantity of goods consumed, the quantity of schooling, and the prices of 

these goods, inputs and schooling). 

We can close the model by specifying an equation that relates the child’s cognitive 

skills to her income Y when working as an adult 

(3.3)     ),,( hcccAYY = . 

This is the simplest set-up, to which we could add (as a constraint) an agricultural 

production function, and possibly a credit constraint. The set-up could also be extended by 

considering the household’s choice conditional on the gender of the child, and/or 

introducing bargaining between household members. 

Maximizing (3.1), subject to the budget constraint, (3.2) and (3.3), yields solutions 

for the quantity of schooling S and the parents’ financial involvement in education I. 

(3.4)     ),,,( phcccqS Π= , 



and 

(3.5)     ),,,( phcccqI Ω= , 

where p is a vector of prices (for schooling, inputs and other goods and services). 

Inserting (3.4) and (3.5) into (3.2), we have 

(3.6)     ),,,( phcccqA Φ= . 

Equations (3.4)-(3.6) constitute causal relationships. That is, they inform us about 

the causal effects of changes in the exogenous variables in vectors q, cc, hc, and p on the 

quantity of education (3.4), parents’ financial involvement in schooling (3.5) and learning 

outcomes (3.6). The equations also constitute reduced form relationships. That is, they 

inform us how, through its effect on the endogenous variables, a change in some element in 

q or p in the end affects the endogenous variable of interest. 

To illustrate this, compare equation (3.2) with equation (3.6). The former depicts 

the structural relationship between A and the various determinants. Consider a change in 

one element of q − call it q1 (the provision of textbooks for example). Equation (3.2) then 

gives us the partial derivative, i.e. the change in A due to q1 holding all other variables 

constant. A change in the same element in (3.6), on the other hand, gives us the total 

derivative, i.e. it allows for changes in S and I in response to the change in q1. 

For a policymaker, the reduced form estimates, or the total derivative, is typically of 

most interest since it informs the policymaker of how changes in q1 actually influence A. 

Note, though, that this information alone may not be sufficient to evaluate the welfare 

effects of the policy change. For example, if publicly provided textbooks and textbooks 

supplied by parents (which will show up as changes in I) are substitutes, the total effect on 

learning may be small. Only observing estimates from (3.6), it would then be concluded 

that the provision of textbooks has little impact (although it would be correct to conclude 

that publicly provided textbooks have no effect on learning in this context). However, one 

would not be able to tell why this is the case. It could be because the provision of textbooks 

has a minor effect on learning, i.e. that both the partial derivative, dA/dq1, from (3.2) and 

the total derivate, dA/dq1, from (3.6) are small. It could also be the case that dA/dq1 in (3.2) 

is large and positive, but that parents reduce their own supply of textbooks in response to 

the intervention, i.e. that dI/dq1 < 0 in 3.5, leaving the total number of textbooks per student 



roughly unchanged. So while the intervention may have had little impact on learning, it 

presumably had a positive effect on parents’ welfare. 

Lack of knowledge about the structural relationship, or at least lack of knowledge 

about other key endogenous variables like I in this model, also makes it more difficult to 

extrapolate from a policy experiment because the behavioral response may vary across 

space and time. This is important to keep in mind, given that impact evaluations almost 

exclusively focus on policy parameters, i.e. the reduced form estimates. 

 

4. Impact Evaluation: Empirical Methods 

4.1 The Evaluation Problem 

An impact evaluation attempts to address a causal question about the relationship between 

the variable (or policy) T and outcome Y. With no loss of generality, think of T as a binary 

variable indicating whether the individual participated (T = 1) or not (T = 0) in a program 

we want to evaluate, and Y as the outcome of interest. For example, if we want to evaluate 

a program that freely distributes insecticide treated bed nets to different communities, T = 1 

for a community (or individuals in a community) that benefits from the free distribution of 

bed nets and T = 0 for communities which have not received bed nets. The outcome 

variable Y could then be a measure of the under-five mortality rate in the community. 

Assume now that we have N units (this could be individuals, households, 

communities, or service delivery units like schools or clinics) and let i be an index for the 

unit in the population. In the above example, i would then indicate a specific community. 

Assume further that some units have participated in the program in question, or been 

exposed to treatment, and some have not. Let Yi be the observed outcome and let Yi1 be the 

potential outcome of unit i in case of treatment (Ti = 1) and Yi0 be the potential outcome of 

unit i in case of no treatment (Ti = 0). We can now write the observed outcome Yi for each 

unit in terms of potential outcomes as2 

(4.1)    iiiiiiiii TYYYYTYTY )()1( 01001 −+=−+= . 

This expression requires thinking in terms of counterfactuals. We must be able to 

imagine what might have happened to someone who participated in the program if he/she 
                                                           
2 Holland (1986). 



had not participated and vice versa. In other words, we imagine two worlds for each unit, 

one world where the unit received treatment and one where it did not. 

In reality, we do not observe what would happen to i under both T and C 

simultaneously. Is it possible to get around this problem by comparing outcomes for those 

units that received and did not receive treatment? That is, is it possible to make a causal 

statement about impact by comparing average effects in the two groups? In general, the 

answer is no. To see this, note that the differences in averages (or, formally, expectations), 

using the expression for potential outcomes, is 

(4.2) [ ] [ ] [ ] [ ] [ ]0|1|1|0|1| 0001 =−=+=−==−= iiiiiiiiiii TYETYETYYETYETYE . 

The difference in expectations consists of two terms. The first term, E[Yi1-Yi0 | 

Ti=1], is the average treatment effect on the treated. This term captures the average 

difference in outcome between those who have been treated E[Yi1 | Ti=1], and what would 

have happened to them had they not been treated, E[Yi0 | Ti=1]. The second term is the 

selection effect. The selection effect is the differences in (counterfactual) outcomes in the 

no treatment case between those that did and did not receive treatment.  

To see what this implies, consider once more the example of insecticide treated bed 

nets with Yi being morbidity from malaria in the community. If the program focused on 

providing bed nets in communities where the threat of malaria is particularly severe, or in 

communities where few households owned bed nets, the selection effect would result in a 

bias. That is, absent treatment, there would be differences in outcomes between those 

treated and those not treated. In the following sections, we will discuss several empirical 

methods that have been developed to overcome this selection bias. 

 

4.2 Randomized evaluations 

One method for solving the selection problem, i.e. where the selection bias has been 

entirely removed, is when the N units are randomly assigned to receive treatment.3 In this 

case, the N units are randomly divided into two groups: the treatment group with NT units 

and the comparison group with N-NT units. Since treatment has been randomly assigned, 

                                                           
3 The method, design, and various other methodological and practical issues with respect to randomized 
evaluations are discussed in detail in Duflo, Glennerster and Kremer (2007). 



units assigned to the treatment and comparison groups differ in expectations only through 

their exposure to treatment; that is, E[Yi0 | Ti=1] - E[Yi0 | Ti=0] = 0. 

As the sample size increases, the difference in empirical means 

(4.3) [ ] [ ] [ ] [ ]0|ˆ1|ˆ0|
1

1|
1 =−===

−
−= ∑∑

−
iiii

NN

j ii
T

N

j ii
T

TYETYETYE
NN

TYE
N

TT
 

will converge to 

(4.4)     [ ] [ ]0|1| 01 =−= iiii TYETYE . 

Further, if the potential outcomes of a unit are unrelated to the treatment status of 

any other unit4, it follows that E[Yi0 | Ti=0] = E[Yi0 | Ti=1], and the difference in empirical 

means further simplifies to 

(4.5)     [ ] [ ]0101 1| iiiii YYETYYE −==− , 

the causal parameter of interest for treatment. 

The role of random assignment can be restated in terms of a regression model with 

a single explanatory variable 

(4.6)     iii TY εβα ++= , 

where Ti is a dummy for assignment to the treatment group and εi is an error term. Equation 

(4.6) can be estimated with OLS. The OLS estimator of β, OLSβ̂ , is  

(4.7)     [ ] [ ]0|ˆ1|ˆˆ =−== iiiiOLS TYETYEβ , 

that is, the difference in empirical means. 

When a randomized evaluation is correctly designed and implemented, it provides 

an unbiased estimate of the impact of the program in question. For this reason, a 

randomized experiment is usually considered to be the gold standard for studying causal 

effects. When implementing a randomized experiment in the field in a developing country, 

however, it may not be possible to fully replicate the simple example above. In the 

following sub-sections, we will discuss the most common problems and design issues that 

may arise. Before that, we will briefly discuss the issue of how randomized evaluations can 

be introduced in the field. 

 

4.2.1 When are randomized evaluations appropriate/possible? 
                                                           
4 This is the so-called Stable-Unit-Treatment Value Assumption (SUTVA) from Rubin (1978). 



To date, most randomized evaluations have been implemented during the pilot phase of a 

program, often involving an NGO partner, although one of the most well-known 

randomized evaluations, PROGRESSA (now called Oportunidades) was conducted by the 

Mexican government. From the financier’s perspective, such a pilot phase evaluation will 

not only tell if and to what extent the project works, but can also counteract potential 

skepticisms about how funds are being used. Below, we briefly discuss several settings for 

when randomization is potentially possible. 

Randomization can also be introduced when there are limited resources or 

implementation capacity. In this case, the program may in need of being phased in over a 

number of years anyway. With high demand across many potential recipients, a fair method 

for determining the order in which the recipients receive the project is to randomize who 

receives the project in the first phase. The later recipients can then, in the initial phase, 

constitute the comparison group (as in Miguel and Kremer, 2004). Similarly, if demand 

exceeds supply, a fair way of rationing resources is to select those who will receive the 

program through a lottery, as was done in Karlan and Zinman’s (2008) evaluation of the 

impact of expanded consumer credit in South Africa. 

In some cases, for ethical reasons, for example, it may not be possible to get 

cooperation from participants in the comparison group, even if they will benefit from the 

project later on. In this case, it is still possible to introduce an element of randomization by 

providing the program to some subgroup in each area. Banerjee et al’s (2007) evaluation of 

a remedial education program in India is an example of this. In that case, all schools 

participated in the project. However, the evaluators randomly assigned the remedial 

education to different grades in different schools, thus ensuring a treatment and comparison 

group for each grade. 

Even programs that are available to all units in a study area could, in some cases, be 

evaluated using a randomized design. For example, if the take-up of a program is not 

universal, i.e. if everyone does not participate (or does not participate fully), one could 

randomly choose who to encourage to participate. An important difference from the above 

example is that the so-called encouragement design does not involve randomizing over 

treatment itself; instead the evaluators randomly assign subjects an encouragement to 

receive treatment. An example of this approach is Duflo, Kremer, and Robinson’s (2006) 



evaluation of different interventions to understand the adoption of fertilizers in Western 

Kenya. 

 

4.2.2. Design and implementation issues 

While still representing a small fraction of all impact evaluations, randomized experiments 

have become a popular method in development economics. Unlike social experiments in 

the US, many of these experiments have been implemented with a fairly small budget by 

working with local partners. In this and the following sub-sections, we will discuss the 

most common design issues and problems that may arise when implementing randomized 

experiments in the field. 

Level of randomization. In the evaluation of new drugs and vaccines, treatment is in 

general randomly allocated to individual subjects. However, many social experiments and 

field trials in medicine are not randomized to individuals but to intact groups or clusters 

(could be a village, or a service delivery unit with the corresponding catchment population) 

− a so-called cluster-randomized experiment. In some cases, randomization is introduced at 

the cluster level by necessity. For example, due to their nature, some interventions must be 

implemented at the community level (like water and sanitation schemes or an intervention 

that focuses on processes such as community monitoring) and therefore, there is no room 

for randomization within the cluster. Cluster-randomized evaluations may also be preferred 

for logistical convenience or to avoid resentment among treatment and control subjects or 

towards the implementation organization. However, in other cases, there might be a choice 

between randomizing at the individual and the group level. In these cases, a couple of 

factors need to be taken into account: 

(a) The level of randomization potentially has large implications for the power of the 

experiment (as discussed in section 6). Individual-level randomization requires a 

smaller sample size to detect an effect with a given level of power and a statistical 

significance level. 



(b) Spillovers from treatment to comparison groups can bias the estimation of treatment 

effects. In such cases, the randomization should occur at a level capturing these 

effects.5 

(c) Randomizing at the group level can be one way of addressing concerns with partial 

compliance. 

Control variables. When using data from a randomized experiment, other factors 

need not be controlled for. By construction, these controls, call them Xi, are uncorrelated 

with the treatment indicator Ti and thus, will not affect the estimate of β. Nevertheless, the 

inclusion of control variables may generate more precise estimates of the treatment effect 

β, since the inclusion of controls reduces the variance of the error term.6 This effect will be 

larger the more explanatory power the control variables have. One implication of this is 

that for outcome variables that are persistent (like test scores), controlling for baseline 

outcomes Yit-1, may greatly improve the precision of the treatment effect. Importantly, one 

must only control for pretreatment variables. Controlling for variables that are affected by 

the experiment will bias the estimate of the treatment effect. 

Stratification. Stratification, that is, the use of pretreatment characteristics to stratify 

the sample, can be used to improve the precision of the estimates. This involves 

decomposing the full sample into smaller subgroups that share similar characteristics (for 

instance, being located in the same geographical area). As discussed in Duflo et al (2006) 

and Cox and Reid (2000), stratification will improve precision to the extent that the 

variable used for decomposing the sample explains the variation in the treatment of 

interest. In many social experiments, the sample size is relatively small. In this scenario, 

while randomization ensures that treatment and control groups will be similar in 

expectations, stratification will ensure this to also be true in practice. The regression 

equation X can be adjusted by adding the variables used to stratify the sample as additional 

controls.7 

                                                           
5 Miguel and Kremer’s (2004) evaluation of deworming drugs in Western Kenya is an example where these 
concerns led the researchers to randomize at the school level rather than at the individual level. 
6 The variance of βOLS is σ²(X′X)-1, where X is a matrix of all covariates including the treatment indicator. As 
noted in Duflo et al (2006), the inclusion of control variables may increase (X′X)-1 and thereby increase the 
variance of βOLS. 
7 See Duflo et al. (2006) and Imbens et al. (2006) for a more thorough discussion of the issue of stratification 
and control variables. 



Factorial designs. Many programs involve more than one component. For instance, 

Miguel and Kremer’s (2004) deworming intervention involved both the distribution of 

deworming pills and health education. Likewise, Bjorkman and Svensson’s (2007) study of 

a community-monitoring project in the primary health care sector in Uganda involved both 

the provision of baseline information and encouragement of participation. When there is 

uncertainty about the fact that either component, in itself, may make a large difference, it 

makes sense to first evaluate the combined package and later follow up with studies trying 

to disentangle the effects. The combined effect is also typically what interests 

policymakers, at least as long as the combined package it possible to scale up. If the budget 

so allows, it is also possible to test both the individual components and the combined 

package at the same time. This would involve testing different treatments simultaneously. 

 Baseline survey.8 In principle, since randomization ensures that the treatment and 

control groups are similar in expectations, there is no need for a baseline survey. 

Nevertheless, there are several reasons why a baseline provides a potentially high value.  

(a) The inclusion of baseline controls will typically generate more precise estimates of 

the treatment effect, thereby reducing the required sample size. Baseline controls 

may also be needed in order to stratify the sample. On the other hand, a baseline 

survey has budgetary implications and in some cases other data, including 

administrative data, may substitute for a baseline survey. 

(b) A baseline survey expands the possibilities to study heterogeneous effects by 

looking at the interaction between initial conditions and the impact of the program. 

(c) A baseline survey allows the evaluator to test if the randomization was properly 

conducted by looking at differences between the treatment and control groups in 

baseline characteristics. If the randomization is successful, there should be no 

difference between treatment and control groups in baseline characteristics (or at 

least no systematic differences). 

(d) A baseline survey also allows the evaluator to refine the data collection process. 

 

4.2.3. Potential Problems 

                                                           
8 Data issues and power calculations are discussed in section 6. 



In practice, there is a number of potential problems with experiments. These can be divided 

into problems with internal or external validity. A statistical study is said to be internally 

valid if the statistical inference about causal effects is valid for the population studied, i.e., 

there is no correlation between treatment and the error term, while a statistical study is said 

to be externally valid if its inference and conclusions can be generalized from the 

population and setting studied to other populations and settings. 

 

4.2.3.1. Threats to internal validity 

Failure to randomize. Random assignment to treatment and control groups is the 

fundamental feature of a randomized experiment that makes it possible to estimate the 

causal effect. If treatment is not assigned randomly, but is instead partly based on the 

characteristics or the preferences of the subjects, the experimental outcomes will reflect 

both the effect of the treatment and the effect of nonrandom assignment. In general, 

nonrandom assignment leads to biased inference. 

Failure to follow treatment protocol. In actual experiments, subjects not always do 

what they are told. Therefore, even if the treatment assigned is random, the treatment 

actually received might not be random. The failure of subjects to completely follow the 

randomized treatment protocol is called partial compliance with the treatment protocol. 

With partial compliance, the treatment and control groups are no longer random samples 

from the larger population from which the subjects were originally drawn: instead the 

treatment and control groups have an element of self-selection. Failure to follow the 

treatment protocol leads to biased inference. Problems with partial compliance could be 

handled by using the variables that are being randomly manipulated (initial assignment) 

when analyzing outcomes. One can then either look at the reduced form (when non-

compliance is part of the issue studied) or use initial assignment as an instrument. The 

latter estimator is often labeled Intention-To-Treat estimator (ITT). 

Attrition. People may move during the experiment. If people who leave have 

particular characteristics systematically related to the outcome, then there is attrition bias 

(non response bias). Attrition also reduces statistical power. The way of minimizing 

problems of attrition is to ensure that all (most) participants in the two groups are tracked 

during data collection. 



Experimental effects. In experiments with human subjects, the mere fact that the 

subjects are in an experiment can change their behavior, a phenomenon sometimes called 

the Hawthorne effect. 

 

 4.2.3.2. Threats to external validity 

A statistical study is said to be externally valid if its inference and conclusions can be 

generalized from the population and setting studied to other populations and settings. 

Non-representative sample. The population studied and the population of interest 

must be sufficiently similar to justify generalizing the experimental results. An example of 

when a non-representative sample might arise is when the experimental participants are 

volunteers. Even if the volunteers are randomly assigned to treatment and control groups, 

these volunteers might be more motivated than the overall population and, for them, the 

treatment could have a greater effect. More generally, non-randomly selecting the sample 

from the greater population of interest can compromise the ability to generalize the results 

from the population studied to the population of interest. 

Non-representative program or policy. The policy program of interest must also be 

sufficiently similar to the program studied to permit generalizing the results. One important 

feature is that the program in a small-scale, tightly monitored experiment could be quite 

different from the program actually implemented. Another difference between an 

experimental program and an actual program is its duration: the experimental program only 

lasts for the length of the experiment, while the actual program under consideration might 

be available for longer periods of time. 

General equilibrium effects. An issue related to scale and duration concerns what 

economists call “general equilibrium” effects. Turning a small, temporary experimental 

program into a widespread, permanent program might change the economic environment 

sufficiently so that the results from the experiment cannot be generalized. Phrased in 

econometric terms, an internally valid small experiment might correctly measure a causal 

effect, holding constant the market or policy environment. General equilibrium effects 

mean that these other factors are not, in fact, held constant when the program is broadly 

implemented. 



Treatment vs. eligibility effects. Another potential threat to external validity arises 

because, in economics and social programs more generally, participation in the actual (non-

experimental) program is voluntary. Thus, an experimental study that measures the effect 

of the program on randomly selected members of the population will not, in general, 

provide an unbiased estimator of the program effect when the recipients of the actual 

implemented program are permitted to decide whether or not to participate 

 

4.2.3.3. Threats to power 

Small samples. Because experiments are difficult to administer, samples are often small, 

which makes it difficult to obtain significant results. It is important to compute power 

calculations before starting an experiment (what is the sample size required to be able to 

discriminate an effect of a given size from 0?) and adjust the sample size accordingly (or 

possibly abandon the evaluation).9 

 Experiment design and power of the experiment. When the unit of randomization is 

a group (e.g. a school), we may need to collect data on a very large number of individuals 

to get significant results, if the outcomes are strongly correlated within groups (see section 

6). 

 

4.3. Review of non-experimental methods used in economics  

This section will review the issues in causal modeling primarily using the framework 

adapted in economics, i.e., modeling by the use of regression equations with explicitly 

represented error terms. When boiled down to essentials, the economic framework is 

observationally equivalent to the potential outcomes model used in the previous section to 

describe randomized trials. The reason why we do not use the potential outcomes notation 

is that most empirical work only uses non-experimental or observational data. Moreover, 

many studies have multi-valued or continuous treatments for which regression methods are 

well suited since regression coefficients have an “average derivative” interpretation. The 

remainder of section 4.3. is structured as follows. 

                                                           
9 See section 6. 



 Section 4.3.1. describes the most common method used in empirical work, the 

regression-control framework, while the closely related matching method is discussed in 

section 4.3.2. These two methods share the same identifying assumption since they both 

use selection on observables, i.e., all relevant confounding factors are known and precisely 

measured.  

In sections 4.3.3. and 4.3.4., difference-in-differences and fixed effects methods are 

described. These methods share the same basic identifying assumption since both 

approaches assume there to be omitted confounding variables that cannot be observed. 

Nevertheless, since these omitted confounders are supposed to be time invariant, data with 

a time dimension can be used to control for the unobserved but time invariant confounders.  

Section 4.3.5. discusses the instrumental variable approach that uses the assumption 

of the existence of a variable, i.e., an instrument, which is assumed to be unrelated to any 

unmeasured confounding factors to estimate the causal relationship of interest.  

In section 4.3.6., we discuss regression-discontinuity methods which can be seen 

either as a selection-on-observable approach as in the case of the sharp RD design or an IV 

approach as in the fuzzy RD case.  

 

4.3.1 Regression-control method 

Most impact evaluation studies are based on non-experimental data and, at least 

historically, a regression-control framework has been the most common method used to 

deal with selection biases (omitted variable biases) with observational data. Typically, a 

multiple regression of the following form is estimated 

(4.8)     Yi = γ0 + γ1W1i + γ2W2i +…+ γKWKi + vi , 

where Yi is some outcome of interest of unit i, W1, W2 ,…, WK are independent variables 

and v is the regression error. In impact assessment work, typically, only one regressor in 

equation (4.8) is usually of direct interest while the others regressors are best considered as 

controling for confounding factors, i.e., they have no causal interpretations. Thus, it makes 

sense to restate equation (4.8) as    

(4.9)    Y i = γ0 + β X i + γ2W2 i + γ3W3 i +…+ γKWK i + vi , 

where X is the regressor of direct interest (corresponding to T above) and parameter β is the 

causal effect.  



To fix the ideas, we assume that the causal effect β is the same for everybody in the 

population, βi = β  for all i, and that X only takes two values (below we will discuss how 

the analysis is affected by these assumptions). In other words, either one is “treated” (X=1) 

or one is not treated (X=0). Causal inference can be made if the following assumption is 

valid 

(4.10)    E(v | X, W1,W2 ,…,WK)= E(v | W1,W2 ,…,WK) . 

This assumption is called conditional independence (CI) or “selection on 

observables”.10 If this assumptions is valid, then the OLS estimator of the causal effect will 

be unbiased and consistent, i.e., plimβ̂  = β. It is useful to consider three cases when the CI 

assumption holds.  

(i) When the classical least square assumption holds, i.e., E(u | X, W1, 

W2,..,WK)=0.  

(ii)  If X is randomly assigned.  

(iii)  If X is randomly assigned conditional on the W’s.  

It is noteworthy that the CI is weaker than the zero conditional mean assumption 

since the W’s are allowed to be correlated with the error. A regression-control framework 

might therefore provide an unbiased and consistent estimate of β if the CI holds.  

There is an alternative method for estimating the causal effect β in regression (2) 

that is useful in understanding in what way a regression-control framework can potentially 

solve any selection or omitted variable bias. This alternative method is based on a 

partitioned regression originally derived by Frisch and Waugh (1933), where the estimate 

of β can be computed in two steps. The first step is to regress X on all other control 

variables W1, W2,.., WK and obtain the residual û. The second step involves regressing Y on 

the residual û, which yields the estimate of β since 

(4.11)     
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This regression formula gives a demonstration of parameterβ̂  as having a partial 

effect interpretation since all observable confounding variables have been netted out from 

the variation in X. In other words, it is what is “left over” in the variation in X that 
                                                           
10 The assumption is sometimes called ignorability of treatment (given the observed covariates W) or 
unconfoundedness. 



constitutes the identifying variation of β. This is also the reason why the identifying 

assumption is called selection-on-observables.  

The concepts of internal and external validity discussed in section 4.2.3 provide a 

useful framework for evaluating whether a regression-control study is useful for answering 

a specific causal question of interest. An empirical result is said to be internally valid if the 

estimated regression coefficient is unbiased and consistent, while it is externally valid if the 

results can be generalized to other populations than that being studied. 

A key question in any regression-control study is whether the results are internally 

valid, i.e., whether the CI assumption is plausible. The CI assumption clearly makes sense 

when there is an actual random assignment conditional on W. Even without a random 

assignment, however, CI might make sense if we know a great deal about the process 

generating the treatment. However, in many applications, the regressor of interest is not 

randomly assigned and we do not have any detailed knowledge about the process that 

actually determines the treatment. Thus, the choice of control variables is crucial, but 

which are the potential confounding factors that should be included in the population 

model? Economic theory does usually not specify what other variables should be held 

constant in order to isolate the primary effect of interest. For example, when we look at the 

impact of education on individual earnings, what else should be held constant? IQ, work 

effort, occupational choice, and family background etc. If we do not correctly include all 

relevant factors in the OLS regression, the CI assumption is in general not satisfied and 

therefore, the OLS estimator will be biased and inconsistent. In short, there will be 

selection or an omitted variable bias.  

We can use the omitted variable bias (OVB) formula to describe the direction of 

the bias. The OVB formula describes the relationship between the regression estimates in 

models with sets of control variables. Suppose that the true regression can be written as 

(4.12)     Yi = β0 + βXi + γWi + vi , 

but (4.12) is estimated without the variable W. Since the OLS estimator for the regression 

equation without W is Cov(Yi, Xi)/Var(Xi), we can derive the OVB formula by plugging 

4.12 into the OLS formula, yielding 

(4.13)   wx
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where wxγ is the vector of coefficients from the regression of the elements of Wi on Xi. In 

words, this OVB formula states that the OLS estimate from the short regression equals the 

long regression (the true regression) plus the effect of omitted variables times the 

regression of omitted variables on included variables. 

The OVB can now be used to get a sense of the likely consequences of omitting a 

variable for the direction of the bias of the OLS coefficient. To give a concrete example, let 

us once more consider the evaluation of a program that freely distributes insecticide treated 

bed nets to different communities. Assume that the bed nets were distributed in such a way 

that children with more educated parents received more bed nets. If one were to find a 

correlation between, say, the under-five mortality rate and bed nets, this does not mean that 

bed nets are causally related to child mortality since more educated families may be better 

at protecting their children from getting malaria independent of whether they received a 

bed net. In this case, one must control for the educational level of parents to estimate the 

causal effect of bed nets on child mortality.   

The OVB formula also suggests that a simple approach to detect potential with a 

regression-control strategy is to check whether the regression results are highly sensitive to 

changes in the set of control variables. If the regression results are sensitive to changes in 

the set of control variables, there is reason to wonder whether there might be unobserved 

covariates that would change the estimates even further.11 Thus, controlling for an 

insufficient number of factors may cause bias.  

Less known is the fact that controlling for too many factors may also give rise to a 

bias if these variables are outcome variables themselves. For example, if wage and ability 

(as measured by IQ, for example) are both caused by education, then controlling for IQ in 

an OLS regression of wage on education will lead to a downward bias in the OLS 

coefficient of education. Intuitively, the ability variable picks up some of the causal effect 

of education, namely the increase in wages which is due to the effect of education on 

ability, which in itself affects wages. To avoid controlling for outcome variables, variables 

measured before the treatment was determined are generally valid control variables.  

See Angrist and Krueger (1999) and Angrist and Pischke (2008) for discussions 

about the regression control framework. 

                                                           
11 See Altonji et al (2005) for a formal framework using this idea. 



 

4.3.2 Matching 

A related approach to the regression-control framework is the matching approach. The key 

identifying assumption in both methods is selection on observables. An attractive feature of 

matching methods is that they are typically accompanied by an explicit statement of the CI 

assumption required to give matching estimates a causal interpretation. In contrast, work 

based on the regression-control framework typically does not explicitly state and discuss 

the CI assumption.  Nevertheless, we have just seen that the causal interpretation of a 

regression coefficient is based on exactly the same CI assumption. Thus, since both 

methods depend on the knowledge that all confounding factors are known and quantified, 

one may therefore ask whether or to what extent matching differs from regression-control 

analysis.  

In the matching approach, treatment effects are constructed by matching subjects 

with the same covariates, while a regression analysis uses a linear model for the effects of 

covariates. In practice, however, regression estimates can be understood as a type of 

weighted matching estimator as discussed by Angrist (1998). Thus, the difference between 

a regression-control analysis and a matching approach will typically not be of any major 

empirical importance. For this reason, the matching approach will only be discussed very 

briefly. 

When the covariates take on many values, it becomes difficult to find good matches 

for each possible value of the covariates. A possible solution in this case is to match 

subjects in the control and treatment groups on the propensity score, i.e., the conditional 

probability of treatment given control variables. Rosenbaum and Rubin (1983) show that 

conditioning on the propensity score eliminates the omitted variable bias. The 

dimensionality of the matching problem is therefore reduced since the propensity score is 

scalar. However, there are many details to be filled in when implementing propensity score 

matching methods, such as how to model the propensity score and how to do inference. 

Since these procedures have not yet been standardized, there is a nontrivial chance that the 

results are sensitive to the precise implementation although the same data and covariates 

are being used. Therefore, matching is most suitable when the covariates are few and 



discrete, since matches will be prefect. Moreover, propensity score methods are also 

exclusively used when the treatment is binary.12  

For a further discussion of matching and the relationship to regressions, see Angrist 

and Kreuger (1999), Angrist and Piscke (2008) and Imbens (2004). A recent example of 

when this approach is used is Levinson et al’s (2008) evaluation of the impact of HIV on 

labor market participation in South Africa. 

 

4.3.3 Differences-in-differences 

The difference-in-differences (DD) approach is a method for estimating the effect of policy 

interventions or other sharp changes in the economic environment. DD methods are used in 

problems with multiple subpopulations, where some subpopulations are subject to a policy 

intervention or treatment and others not. Outcomes are measured in each group before and 

after the policy intervention. To account for changes over time unrelated to the 

intervention, the change experienced by the group subject to the intervention (referred to as 

the treatment group) is adjusted by the change experienced by the group not subject to 

treatment (the control group). The underlying assumption is that the time trend in the 

control group is an adequate proxy for the time trend that would have occurred in the 

treatment group, in the absence of the policy intervention (i.e., the parallel trend 

assumption).  

The DD method is useful for evaluating policy changes in environments where 

important underlying time trends may be present. The DD approach has been popular for 

evaluating government policy changes that take place in some administrative units, such as 

states, but not in neighboring units. An illustrative example is Duflo’s (2001) study on the 

impact on schooling and labor market outcomes of a school construction program in 

Indonesia. She basically compares educational attainment for cohorts born before and after 

the school-construction program. The treatment group is the cohorts born in regions with a 

large number of newly built schools, while the control group is cohorts born in regions with 

a small number of newly built schools. Not surprisingly, she finds that the educational 

attainment has increased more in the treatment group relative to the control group. 

Moreover, she also finds that wages have increased more in the treatment group relative to 
                                                           
12 Although it can be adapted to multi-valued treatments (e.g., Imbens 2000). 



the control group, which she solely attributes to the increased educational attainment in the 

treatment group due to the school construction program.  

The DD design requires two years of data in the form of pooled cross sections, i.e. 

a new random sample is taken from the population each year. Let beforetreatmentY ,  denote the 

sample average of Yi for those in the treatment group before they have received treatment 

and let aftertreatmentY ,  be the sample average of Yi for those in the treatment group after they 

have received treatment. Similarly, let beforecontrolY ,  be the sample average of Yi for those in 

the control group before they have received treatment while aftercontrolY ,  is the sample average 

of Yi for those in the control group after they have received treatment. The differences-in-

differences estimator is the average change in Y for those in the treatment group, minus the 

average change in Y for those in the control group 

 (4.14)  controltretmentbeforecontrolaftercontrolbeforetreatmentaftertreatmentDD YYYYYY ∆−∆=−−−= )()(ˆ ,.,.,.,β , 

where tretmentY∆  is the average change in y in the treatment group and controlY∆  is the 

average change in Y for the control group. The idea behind the difference-in-differences 

estimator is to correct the simple before and after difference for the treatment group by 

subtracting the simple before and after difference for the control group. Since the control 

group should reflect the counterfactual outcome for the treatment group, the DD-estimate is 

an unbiased estimate of the causal effect if, absent the treatment, the average change in Y 

(i.e., Y∆ ) would have been the same for treatment and control groups. This is known as the 

“parallel trend” assumption.  

To test whether DDβ̂  is statistically different from zero, we can use a regression 

analysis. The DD estimator can be written in regression notation as 

(4.15)   Yigt= θ1+ θ 2Dt+ θ3 Xg+ θ4 Xg×Dt + uigt, 

where D  is a dummy variable equal to one in the post-policy intervention period and zero 

in the pre-policy intervention period, x is a binary treatment indicator equal to one if the 

subject is in the treatment group and zero if she is in the control group. The DD estimator is 

4θ̂ , since {E(Y | X=1, D=1) - E(Y | X=1, D=0)}-{E( Y | X=0, D=1) - E(Y | X=0, D=0)} 

={(θ1+θ2+ θ3+θ4) - (θ1+θ3)}- {( θ1+θ 2)- θ1}= θ4. The advantage of formulating the DD 

estimator in this way is that it makes clear that the key identifying assumption is that there 

is no interaction between the time effect and the treatment group except for the treatment 



under study, i.e., E(u | X ×D)=0. In other words, the time effect D captures the way in 

which both the control and treatments groups are influenced by time and the fixed group 

effect X captures any fixed unmeasured differences between treatment and control groups. 

Thus, by comparing the time changes in the means for the treatment and control groups, 

both group-specific and time-specific effects are allowed for in the DD method. The 

incorporation of the influences of other variables W1, W2,…, WK is straightforward in the 

DD approach 

(4.16) Yigt= θ1+ θ 2Dt+ θ3 Xg+ θ4 Xg×Dt + π1W1igt+π2W2igt+…+π3WKigt+uigt. 

This regression provides a simple way of adjusting for observable differences 

between the observations in the different groups. That is, the W variables account for the 

possibility that the groups have systematically different characteristics before and after the 

policy change i.e., they take into account compositional bias due to changes in the sample 

before and after the treatment. 

One of the main pitfalls of the DD approach is the possibility of an interaction 

(besides the treatment) between treatment group and time (i.e., omitted interactions), 

implying that E(u | X×D) ≠ 0. The DD approach is most plausible when the control group is 

very similar to the treatment group, so that interactions are less likely. It is useful to 

examine the size and significance of the estimated time effect 2
ˆθ  and group effect 3θ̂  for 

an indication of the comparability of the groups. These coefficients should be close to zero. 

For example, if the time effect is large in absolute value, it suggests that the period-to-

period changes in Y are not unusual, since the time effect picks up the effect of omitted 

variables and trends in Y. A sizeable time effect suggests that the effects from these sources 

vary substantially across treatment and control groups i.e., there are likely to be omitted 

interactions. As previously mentioned, a situation favorable to the DD design is one where, 

both before and after, the control group has a distribution of outcomes close to that for the 

treatment group in the before period.  

When the average levels of outcome Y are very different for control and treatment 

groups before the treatment, the magnitude or even the sign of the DD effect is very 

sensitive to the functional form posited. Suppose that you look at the effect on child 

mortality rates of providing bed nets. In one place, the mortality rate (under five) falls from 

say 140 to 100 while in another place it falls from 100 to 70. Because of the dramatic 



difference in pre-mortality levels (140 vs. 100), it is difficult to assess whether the 

treatment was effective. The DD estimate in levels would be (140 - 100) - (100 - 70) = 10, 

which suggests a positive effect of providing bed nets, while the DD in logs would be 

[log(140) - log(100)] - [log(100) - log(70)] = log(1.4) - log(1.43) < 0, which suggests that 

bed nets have a negative effect on child mortality.  

DD estimates are more reliable when you compare outcomes just before and after 

the policy change, because the identifying assumption (parallel trends) is more likely to 

hold over a short time period. With a long time period, many other things are likely to 

happen and confound the treatment effect. However, for policy purposes, it is often more 

interesting to know the medium or long-term effect of a policy change. In any case, one 

must be cautious in extrapolating short-term responses to long-term responses. 

Another important concern for the validity using a DD approach is whether the 

program is implemented based on pre-existing differences in outcomes. For example, it is 

common to compare wage gains among participants and non-participants in training 

programs to evaluate the effect of training on earnings. However, Ashenfelter and Card 

(1985) note that training participants often experience a dip in earnings just before they 

enter the program (which is presumably why they did enter the program in the first place). 

Since wages have a natural tendency to mean reversion, this leads to an upward bias of the 

DD estimate of the treatment effect.  

Endogenous change in policy due to a governmental response to variables 

associated with past or expected future outcome is another threat to internal validity in the 

DD design. For example, a few years of very high infant mortality rates due to unusual 

circumstances, say draught, may stimulate some sort of policy intervention. A subsequent 

reduction in child mortality rates after unusual years should not be taken to indicate that 

policy intervention was effective, if a drop would have been expected anyway. The way to 

avoid the problems of endogenous change in policy is to know the circumstances 

surrounding the change. 

A test for whether the results are likely to be internally valid; i.e. a check of 

whether the parallel trend assumption is likely to hold, is to use data in periods before the 

policy intervention and compute a DD estimate by comparing, say period t-1 with period t. 

If this DD estimate is nonzero, given that there was no policy intervention between period t 



and period t-1, it suggests that the original estimate will not capture the causal effect of the 

treatment since the treatment group and the control group did not have parallel trends in the 

outcome before the policy intervention. More generally, when data are available for many 

years, it is very useful to plot the series of average outcomes for treatment and control 

groups and see whether trends are parallel and whether there is a sudden change for the 

treatment group just after the reform. 

The DD approach can be strengthened by the use of additional control groups 

since they reduce the importance of biases or random variation in a single control group. If 

the DD estimate with the alternative control group is different from the DD estimate with 

the original control group, the original DD estimate is likely to be biased. For example, 

Duflo (2001) uses more than one control group in her study of the school construction 

program in Indonesia.  

The use of additional outcome measures is another important robustness check. 

The idea is to replace Y by another outcome that is not supposed to be affected by the 

treatment. If the DD estimate using the other outcome is non-zero, it is likely that the DD 

for the original outcome is also biased. The DD approach is also strengthened by the 

presence of several distinct groups that are subject to the treatment. Especially useful are 

treatment groups in different settings such as different time periods or treatment groups 

receiving treatments of differential intensities.  

See Meyer (1995), Angrist and Kreuger (1999) and Angrist and Pischke (2008) 

for more discussions about the DD approach. 

 

4.3.4 Fixed effects methods 

A related approach to DD is the fixed effect approach where the data is in the form of a 

panel instead of repeated cross sections. Panel data consists of observations on the same 

units in two time periods or more. If the data set contains observations on variables X and 

Y, the data is denoted (Xit, Yit) where i=1,2…, N and t=1, 2, …,T. Suppose that we have the 

following population model 

(4.17)   Yit =β0 + βXit + ci + uit , 

where ci is an unobservable random variable that is time-constant. The variable ci captures 

all unobserved, time-constant factors that affect Yit. Without loss of generality, we set the 



coefficient on ci equal to one since ci is unobserved and virtually never has a natural unit of 

measurement (i.e., it would be meaningless to try to estimate its partial effect). An 

unobserved time constant variable is called an unobserved effect in panel data analysis. In 

the case of panel data on individuals, the unobserved effect can be interpreted as capturing 

features of the individual, such as cognitive ability, motivation or early family upbringing 

that are given and do not change over time. In the case of panel data on service providers 

(e.g. health clinics or schools), ci contains unobserved provider characteristics, such as 

managerial quality or structure, which can be considered as being (roughly) constant at 

least over the period of study. The unobserved effect ci is also referred to as a fixed effect 

or unobserved heterogeneity (or individual heterogeneity, firm heterogeneity, city 

heterogeneity, and so on). If the unobserved effect is correlated with the regressor of 

interest, i.e., Cov(Xi, ci)≠0, this will lead to an omitted variable bias in the OLS estimate 

(also called heterogeneity bias). One possible solution to the omitted variable problem is to 

find a suitable proxy variable for ci, but this will not be a convincing solution since it is 

typically difficult to get a good measure of the unobserved effect. 

In such a case, panel data offers a much more compelling solution since we can 

eliminate any influence of ci on Yit, even without being able to observe and measure these 

time constant factors. Hence, panel data allows us to control for any time-constant omitted 

variables that may otherwise lead to an omitted variable bias in a pure cross-section 

analysis. Nevertheless, using panel data comes at a price, namely that only variables 

causing time variance can be used in the empirical analysis. 

The simplest kind of panel data is to have two years of data for some cross section 

of units.  Call the two periods t=1 and t=2. These years need not be adjacent, but t=1 

corresponds to the pre-treatment year. Suppose that at t =1, no units have received 

treatment while at t=2, some units are in the control group and others in the treatment 

group. Let ∆Yit be the change of the value of Yit from t=1 to t=2, that is, ∆Yit = Yi2 -Yi1. We 

can now obtain a panel data version of the DD estimator by estimating 

(4.18)   ∆Yit =β0 + β∆Xit + uit= β0 + βXit + uit , 

where we have used the fact that ∆Xit = Xit since treatment only takes place in period 2. The 

OLS estimator of β will therefore be similar to the DD estimator in the previous section, 

since it is the difference in group means of ∆Y. However, there is an important difference 



between the DD estimators with panel data as compared to the DD estimators with repeated 

cross-section data. The important difference is that we can difference the outcome across 

the same cross-sectional units, which allows us to control for unobserved heterogeneity 

across units, whereas in the pooled cross-section data case we can only control for 

unobserved heterogeneity across groups.  

It is also possible to generalize this simple DD panel data estimator to the case of 

more than two periods, say T periods, where subjects get treatments in any period  

(4.19) Yit = ci  + βXit + λt + vit, i=1,2…, N and t=1, 2, …,T, 

where ci is an unobserved  fixed effect and λt is a fixed-time effect. Any transformation of 

the data that eliminates the unobserved ci can be used to estimate the above regression 

model. Nevertheless, the two most popular ways of estimating panel data models are a 

first-differencing estimation (FD) or a fixed-effects estimation (FE). In the case of T=2, the 

estimates from the FD and FE are identical but they will differ for T≥3. Although the FE 

and FD should asymptotically be the same when there are more than two time periods, the 

most popular approach in applied work is the FE transformation. This is partly due to the 

fact that the FE estimator is more efficient if the errors are homoscedastic and serially 

uncorrelated but also due to the fact that the FE is less sensitive to violation of the strict 

exogeneity assumption, especially with large T, than an FD estimator.13  

To see how the FE transformation works in practice, suppose that we have the 

following population model 

(4.20)     Yit =  βXit + ci + vit   

where, for expositional ease, we have excluded the time effects. The FE transformation is 

obtained by first averaging the above equation over, t=1, 2,…,T, in order to get the cross-

section equation 

(4.21)   iiii vcXY ++= β   

where ∑
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1  and so on. Subtracting equation (4.20) from (4.22) for each t gives the 

FE transformed equation 

                                                           
13 Both the FE and the FD estimators assume that causing variable Xit is strictly exogenous conditional on the 
unobserved effect, namely for each t, the expected value of the idiosyncratic error u given X in all time 
periods and the unobserved effect is zero. 



(4.22)   iitiitiit vvXXYY −+−=− )(β .  

The time demeaning of the original equation has removed the unit fixed effect ci. The FE is 

also called the within estimator, because it uses the time variation in Y and within each 

cross-sectional observation, i. We can estimate equation (4.22) by pooled OLS but the 

standard errors and test statistics would have to be correct since pooled OLS do not use the 

correct degrees of freedom. However, we can use another procedure called the dummy 

variable regression that leads to the same estimate but also produces the correct standard 

errors and test statistics if the errors vit are homoscedastic and serially uncorrelated. The 

dummy variable regression amounts to include a separate dummy variable for each of the 

N units in (4.20). 

 An illustration of this method is Reinikka and Svensson (2007), which exploits a 

four-year panel of school data to assess the impact of reducing corruption (due to a 

transparency campaign) on schooling. 

There are some potential problems with a fixed-effect approach. The first is that it 

can only be used when there is time series variation in the regressor. Another problem is 

that the bias due to any measurement error in the regressor is usually aggravated. For 

example, many economic variables tend to be persistent (health status) while measurement 

errors often change from year-to-year (health status may be misreported or miscoded this 

year but not the next year). Thus, the observed year-to-year changes in the economic 

variables may mostly be noise and therefore, there is likely to be more measurement error 

in fixed effect regressions than in cross-sectional regressions. The lagged dependent 

variable also creates a bias unless the time period is large and the FE estimator is used. 

Finally, there is typically little theoretical support that suggests unobserved characteristics 

to be constant over time. See Wooldridge (2008) for a discussion of the fixed-effect 

approach. 

 

4.3.5 Instrumental variables 

The instrumental variable (IV) approach is a general method for obtaining a consistent 

estimator of the unknown parameter of the population model when the regressor is 

correlated with the error term. Thus, IV works when there are omitted variables, 



measurement errors, simultaneity and selection bias while the regression-control 

framework, DD or fixed effect approaches will not solve any measurement errors or 

simultaneity issues. The IV approach can be described in a number of ways. We will start 

by describing it in terms of the traditional regressions language and the potential outcomes 

framework.  

Before we formally describe the IV, it is useful to give an intuitive understanding of 

the workings of the IV method. One can think of the variation of a regressor as having two 

parts: one part that is correlated with the error term and another part that is not correlated 

with the error term. The IV method only uses the uncorrelated part to identify the 

parameter of interest. To exemplify this idea, suppose that we are interested in the 

following population model  

(4.25)     Y = β0 +βX + u , 

but the regressor is correlated with the error term, i.e., E(u | X) ≠ 0, thereby implying that 

the OLS estimator is not consistent. Assume that we have another variable Z, which is 

called an instrumental variable. The instrument must be uncorrelated with the error term u, 

Cov(Z, u)=0 but must be correlated with the endogenous variable X, Cov(Z, X) ≠ 0. The IV 

is considered as a two-step procedure (which is why it is often labeled two-stage least 

squares, 2SLS). The first stage decomposes X into two components: a problematic 

component that may be correlated with the error term and a problem-free component that is 

uncorrelated with the error. The second stage uses the problem-free component to estimate 

parameter β. The first step begins with a population regression linking X to Z, i.e.,  

 

(4.26)     X=α0 + α1Z + v . 

This regression provides the required decomposition of X. The first stage decomposes X 

into two components, one problematic component v that is related to the error term u and 

another component, α0+α1Z, that is unrelated to u since Z is exogenous. The idea of the IV 

method is to only use the problem free component of X to estimate parameter β. The only 

complication is that the values of α0 and α1 are unknown so that α0 + α1X cannot be 

calculated. Nevertheless, we can use OLS to estimate equation (4.26) and calculate the 

predicted value ZX o 2ˆˆˆ αα +=  where oα̂  and 1α̂  are the OLS estimates. The second stage is 



to regress (using OLS) Y on X̂ . The resulting estimator from the second stage is the IV 

estimator IVβ̂ . This two-step procedure illustrates the basic idea behind the IV approach.14  

We are now ready to more formally describe the IV method. The population model 

is Y = β0 +β X + u, where X is endogenous. We have a valid instrumental variable Z, i.e., 

the instrument is exogenous and relevant. The first condition states that the instrument must 

be uncorrelated with the regression error while the second condition states that the 

instrument must correlated with the endogenous variable, i.e., Cov(Z, X) ≠ 0. With these 

two conditions, parameter β can be identified, that is, we can write β in terms of population 

moments that can be estimated using a sample of data. The population model together with 

the exogeneity of the instrument imply that we can write parameter β as 

(4.27)     β = Cov(Z, Y)/Cov(Z, X) .15 

This equation shows that β is the population covariance between Z and Y, divided 

by the population covariance between Z and X.  

Given a random sample, we can estimate the population covariance by the sample 

analog 

(4.28)     IVβ̂ = Szy/Szx , 

where Szy is the sample covariance between Z and Y and Szx is the sample covariance 

between Z and X. Since the sample covariance is a consistent estimator of the population 

covariance, the IV estimator will be consistent, i.e., plim( IVβ̂ ) =β. In large samples, the IV 

estimator will also be normally distributed. Intuitively, this is because the IV estimator is 

an average of random variables and when the sample size is large, the central limit theorem 

tells us that averages of random samples are normally distributed. This means that we can 

perform a hypothesis test about β by computing t-statistics and a 95-percent large-sample 

confidence interval by IVβ̂ ± 1.96SE( IVβ̂ ).  

So far, we have only used one regressor but the IV approach can, of course, be used 

with more than one explanatory variable and more than one instrument. In this case, the 

general IV population model (the structural equation) is the following 

                                                           
14 Although the two-step procedure produces the IV estimate, it should not be used since the standard errors 
will not be correct as they do not take into account the sampling uncertainty of estimates of the first-stage 
parameters. 
15 This is derived using Cov(Z, Y)=Cov(Z, β0 +βX + u) = βCov(Z, X) + Cov(Z, u). 



(4.29)   Y = β0 +β X1+β X2 +…+ β Xr + γ1W1+ γ2W2 +…+ γkWk + u , 

where X1, X2, + Xr are r endogenous regressors (those that need to be instrumented), W1, 

W2,…Wk are k additional exogenous regressors (i.e., uncorrelated with u), and Z1, Z2, … Zm 

are m instrumental variables. The regression coefficients are said to be exactly identified if 

the number of instruments (m) equals the number of endogenous variables (r). The 

coefficients are overidentified if the number of instruments exceeds the number of 

endogenous regressors, that is, m > r. The coefficients are underidentified if the number of 

instruments is less than the number of endogenous regressors, that is, m < r. The 

parameters must either be exactly identified or overidentified if they are to be estimated by 

IV regressions. The IV assumptions in the general case: exogeneity of the instruments Z1, 

Z2, … Zm, i.e., E(u | Z1, Z2, … Zm) = 0, and the relevance of the instrument; i.e., the 

instrument must be partially correlated with the endogenous regressors once all other 

exogenous variables W1, W2,…Wk have been netted out. In the case of one endogenous 

variable, say X1, and multiple instruments, this condition can be formally expressed as  

(4.30)   X1 =θ0+θ1 Z1+θ2 Z2+…+θK ZK+π1W1+π 2W2+…+π K WK+ v , 

where θ1 =θ2 =...=θK ≠ 0.16 

An important cost of performing IV estimates when the regressor is not endogenous 

is that the asymptotic variance of the IV estimator is always larger, and sometimes much 

larger, than the asymptotic variance of the OLS estimator. In other words, the estimates 

from IV will always have larger standard errors than OLS, i.e., the estimates will be less 

precisely measured.  

Another potential concern with the IV method is the problem of weak instruments 

i.e., when the instrument is only weakly correlated with the endogenous regressor. One way 

of thinking of instrument relevance is that it plays a role akin to sample size. The more 

relevant the instrument, that is, the more variation in the endogenous variable that is 

explained by the instrument, the more information is available for use in the IV regression. 

Thus, a more relevant instrument produces a more accurate estimator, just as a larger 

sample size produces a more accurate estimator. Statistical inference using the IV estimator 

                                                           
16 In order to assess whether the instruments are weak or strong when there is more than one endogenous 
variable, it is necessary to look at a matrix version of the F-statistic, which assesses all first-stage equations at 
once. This is called the Cragg-Donald or minimum eigenvalue statistic. References can be found in Stock, 
Wright, and Yogo (2002), 



is predicated on the IV estimator having a normal sample distribution, but according to the 

central limit theorem, the normal distribution is a good approximation for large − but not 

necessarily small − samples. If having a more relevant instrument is like having a larger 

sample size, this suggests that for the normal distribution to provide a good approximation 

of the sampling distribution of the IV estimator, the instruments should not just be relevant, 

but highly relevant. Instruments that explain little of the variation in the endogenous 

variable are called weak instruments. The 2SLS estimator is most biased when the 

instruments are weak and there are many instruments. In that case, the 2SLS estimator will 

be biased towards the probability limit of the corresponding OLS estimate.17 The intuition 

for this is that in a small sample, even a valid instrument will pick up some small amounts 

of endogenous variation in X, and if one starts adding more and more irrelevant 

instruments, then the amount of random and hence, endogenous, variation in X will become 

increasingly important. 

More generally, if the instruments are weak, the IV estimator can be badly biased 

and the normal distribution provides a poor approximation of the sampling distribution of 

the IV, even if the sample is large. The question is now how relevant must the instruments 

be for the IV estimator to be reliable? There is a simple rule of thumb in the case of a single 

endogenous regressor: compute the F-statistic testing the hypothesis that the coefficients on 

the instruments are zero in the first-stage regression of IV. This first-stage F-statistic 

provides a measure of the information content contained in the instrument: the more 

information content, the larger is the expected value of the F-statistic. If the F-statistic is 

larger than 10, there is no need to worry about weak instruments. 

Turning to instrument exogeneity, if the instruments are not exogenous, then IV is 

inconsistent. Can we test whether the instruments are exogenous? The answer is basically 

no, since the assumption about instrument exogeneity involves the covariance between the 

instruments and the unobservable error term, u. Assessing whether the instrument is 

exogenous necessarily requires making an expert judgement based on personal knowledge 

of the empirical problem at hand. However, if there are more instruments than endogenous 

variables, it is possible to statistically test whether the other instruments are exogenous. 

                                                           
17 If the instrument is totally irrelevant, i.e., Cov(Z, X)=0, then the population parameter β is not even defined 
since β = Cov(Z, Y)/Cov(Z, X). 



This test is known as a test of overidentifying restrictions. Suppose that you have one 

endogenous variable but two instruments. Then two different IV estimates are computed. 

The two estimates will not be the same because of sampling variation, but if both 

instruments are exogenous, the estimates will be close to each other. However, if the two 

instruments produce very different estimates, there is something wrong with one of the 

instruments − or both. The test of overidentifying restrictions implicitly makes this 

comparison. The idea of the test is that the instruments should be uncorrelated with the 

error term, which suggests that the instruments should be approximately uncorrelated with 

the residual from the IV regression  
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One way of testing for overidentifying restrictions is to run the OLS regression IViû  

on Z1, Z2,…Zm, W1, W2,…, and WK and compute the F-statistic from testing that all 

instruments are jointly zero.18 The overidentifying restriction test statistic is J=mF. Under 

the null hypothesis that all instruments are exogenous, J is distributed as χ2
m-r, where m-r is 

the “degree of overidentification” i.e., the number of instruments minus the number of 

endogenous variables. 

A recent example of an impact evaluation using an IV-strategy in a Sub-Saharan 

Africa context is Dinkelman (2008). She evaluates the employment effects of a mass roll-

out of household electrification in rural South Africa, using a land gradient that directly 

affects the cost of grid expansion as an instrument for project placement. 

Sometimes it can be better to use OLS than IV if the instruments are very weak and 

there is some correlation between the instrument and the error term.  (Here it is important 

to point out that IV is a consistent but not unbiased estimator). IV is consistent only if 

Cov(Z, u) = 0, that is 
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while OLS is consistent only if Cov(X, u)=0 
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18 This test is known as a J-test, which was first developed by Hansen (1980). 



OLS can be preferred to IV on asymptotic bias grounds if the following inequality 

is valid 

(4.34)    Corr(X, u) > Corr(Z, u)/Corr(Z, X). 

In practice, the most difficult aspect of an IV estimation is finding instruments that 

are both exogenous and relevant. There are two main approaches, which reflect two 

different perspectives on econometrics and statistical modeling. One way of generating 

instruments is to write down theoretical models. This strategy, which is known as structural 

model estimation, produces a framework that is complete (theoretical model and data 

application) and estimates that are fully meaningful in the context of the model. The other 

approach is the “experimentalist” approach. In the experimentalist approach, there was a 

search for some exogenous source of variation in the endogenous regressor of interest. The 

variation may come from a true randomized experiment but usually comes from some sort 

of quasi or natural experiment, that is, situations where human institutions or the forces of 

nature provide something close to a random assignment.  

 

4.3.6 Regression-discontinuity designs 

Regression-discontinuity (RD) methods exploit detailed knowledge of the rules 

determining the regressor of interest. The RD comes in two flavors: sharp and fuzzy 

designs. The sharp RD design is based on the selection on observable assumption (i.e. a 

regression-control framework) while the fuzzy design can be considered as an instrumental 

variable set up. 

In the sharp design, the treatment rule is perfectly known since the treatment-

determining rule is deterministic, i.e.,  

(4.35)     T = T(X) = 1 if X ≥ X0,  

where T is a treatment indicator, X is the treatment-determining or assignment variable, and 

X0 is a known treatment threshold. This assignment rule means that treatment is a 

deterministic function of the treatment-determining variable, that is, T = 1 if X  ≥ X0  or T = 

0 if X < X0. The basic idea in an RD design is to compare outcomes for subjects whose 

values of X are “just below” and “just above” the discontinuity X0 since, on average, they 

will have similar characteristics except for the treatment. In other words, those subjects 



slightly below the threshold will provide the counterfactual outcome for those subjects 

slightly above, since the treatment status will be as good as random in a neighborhood of 

X0. Thus, the causal inference from a regression discontinuity analysis can be as internally 

valid as those drawn from a randomized experiment. 

There are a number of different ways of estimating the treatment effect in a sharp 

RD design. One approach would be to restrict the estimation close to the discontinuity X0, 

which is basically the idea behind the non-parametric estimation approaches as discussed 

by Hahn el al (2001) and Porter (2003). A drawback of this method is that it requires large 

sample sizes close to the treatment threshold while in the typical application of the RD 

design, there are rather few observations around the discontinuity. As a result, the most 

common approach in applied work is to use a larger sample and try to model the 

relationship between the treatment determining variable and the outcome of interest.  Since 

the assignment variable X is the only systematic determinant of treatment status T, this 

means that the conditional mean assumption CI will hold, i.e., E[u |T, X] = E[u |X]. We can 

then estimate the following regression using the entire sample of data 

(4.36)     Y= α +βT + f(X) + u. 

The OLS estimate of β will be unbiased and consistent since f(X) will capture any 

dependence between T and u, that is, E(u | T)=0. The problem is that we do not know the 

functional form of f(.). In practice, f(.) therefore needs to be approximated and one popular 

approach is to approximate it with a low-order polynomial.  

There is a number of specification checks that are often used in the RD approach. 

Many papers make a visual plot of the data to show the presence of a discontinuity in the 

outcome at the treatment threshold (see, for example, Lee 2008 for an illustration). They 

also typically check whether the treatment estimate is sensitive to the specification of f(.), 

and examine the robustness of the results by restricting the sample to a subsample of 

observations more closely clustered around the cut-off.  Another important check is to test 

whether individuals on either side of the cut-off are observably similar since if individuals 

can exercise control over their values of the assignment variable, then individuals just 

below and above the threshold will not be similar and will thus invalidate the RD design. 

In the “fuzzy” RD design, the probability of treatment is no longer zero or one, as in 

a sharp RD design. However, there is still a jump in the probability of treatment at the 



treatment threshold. One approach in the fuzzy RD is to use the method of instrumental 

variables (e.g., Angrist and Lavy 1999, and Hahn et al 2001) where the instrumental 

variable Z is defined as Z=1 if X ≥ X0, and as zero otherwise. In other words, in the fuzzy 

RD design, the discontinuity becomes an instrumental variable for the treatment status 

instead of deterministically switching treatment on or off. 

An illustration of the regression-discontinuity method is (Barrera-Osorio, Linden 

and Urquiola, 2007). They evaluate the impact of a fee reduction program launched by the 

city of Bogota in 2004. The program was targeted using a proxy-mean index, implying that 

the probability that households benefit from the fee reduction was a discontinuous function 

of their proxy-mean score, allowing the authors to implement a regression discontinuity 

design. 

See Hahn et al (2001), Imbens and Lemiux (2008), and Angrist and Pischke (2008) 

for more discussions of the RD approach. 

 

5. Other issues in causal modeling 

In this section, we discuss the implications of population heterogeneity, i.e., the causal 

effect varies across the population and across issues regarding statistical inference. 

 

5.1 Heterogeneous effects  

Previously, we assumed a constant causal effect, that is, Yi =β0 +βi Xi + ui, with βi =β  for 

all i. In reality, the causal effect can vary from one subject i to another, based on the 

subject’s circumstances, background and other characteristics.  

In the case of population heterogeneity, we can consider βi as a random variable 

which, just like ui, reflects unobserved variation across units. If there is population 

heterogeneity, the OLS estimator of β is still a consistent estimator of an average treatment 

effect. Specifically, if X is uncorrelated with the error term u, then the treatment effect is 

the causal effect among those who receive the treatment (TOT), while if X is randomly 

assigned the treatment effect is the average causal effect in the population (ATE).  



For the IV estimator, the situation is more complicated when the population is 

heterogeneous. To illustrate IV with heterogeneous causal effects, suppose Zi to be a valid 

instrument and related to Xi by the linear model 

(5.1)     Xi=π0 + πiZi + vi , 

where the coefficient πi varies from one subject to the next. This equation is the first stage 

in a 2SLS with the modification that the effect on Xi of a change in Zi is allowed to vary 

from one unit to the next. The 2SLS estimator isIVβ̂ =Szy/Szx where Szy is the sample 

covariance between Z and Y and Szx is the sample covariance between Z and X. Suppose 

that (i) πi and βi are distributed independently of ui, vi and zi, (ii) E(ui | Zi) = E(vi | Zi) = 0 

and E(πi) ≠ 0. Under these assumptions, 

(5.2)     plim ( IVβ̂ )=E(βiπi)/ E(πi) . 

The ratio in (5.2) can be interpreted as a weighted average of the individual causal 

effects, βi. The weights are πi which measure the degree to which the instrument influences 

whether the i th subject receives treatment. Thus, the 2SLS estimator is a consistent 

estimator of a weighted average of the subjects’ causal effects, where the individuals who 

receive most weight are those for whom the instrument is most influential. To see this, 

consider two cases where the 2SLS estimator is a consistent estimator of the average causal 

effect and one case where it is not: (i) βi=β  for all i (constant causal effect) (ii) πi= π for all 

i (the instrument affects each unit equally) and (iii) suppose that Zi has no influence on the 

treatment decision for half the population, i.e., πi=0, and that Zi has a constant influence for 

the other part. In the last case, 2SLS is a consistent estimator of the average treatment 

effect in the half of the population for which the instrument influences the treatment 

decision. To sum up, the 2SLS estimates a weighted average of the causal effects, where 

the causal effects of the units that are most influenced by the instrument receive the greatest 

weight. This causal effect is also known as LATE (Local Average Treatment Effect), 

originally derived by Imbens and Angrist (1994). 

 

5.2 Inference issues 

The statistical analysis of cross-sectional data is based on the assumption that the data is 

independent, i.e., each observation is treated as a random draw from the same population, 



unrelated to the observation before or after. This sampling model is often unrealistic and 

analysts must also worry about the correlation between observations in cross-sectional and 

panel data. The most important form of dependencies is data with a group structure. This 

may give rise to a clustering problem (or the Moulton problem after Moulton 1986) if there 

is a correlation within groups, or it may give rise to a problem of serial correlation if the 

data is repeated cross-section or panel data. 

 However, before we start discussing the inference problems caused by clustering or 

serial correlation, we briefly discuss the implications of when the error terms are 

heteroskedastic rather than homoskedastic in independent samples. The error term is said to 

be homoskedastic if the variance in the conditional distribution of the error term given the 

regressor of interest is constant for all observations; otherwise the error term is said to be 

heteroskedastic. The OLS estimator remains unbiased and consistent, even if the errors are 

heteroskedastic. However, if the errors are heteroskedastic then the homoskedaticity-only 

standard errors are inappropriate. For example, the t-static computed using the 

homoskedaticity-only standard errors does not have a standard normal distribution, even in 

large samples. In such a case, one can compute heteroskedasticity-robust standard errors 

that would lead to valid statistical inference notwithstanding if the errors are 

heteroskedastic or homoskedastic.19  

The main issue of practical relevance is whether one should use heteroskedasticity-

robust standard errors or homoskedaticity-only standard errors. Most econometric 

textbooks suggest that one should use heteroskedasticity-robust standard errors since they 

are more reliable. However, the robust standard errors may be more biased in small 

samples than homoskedaticity-only standard errors when heteroskedasticity is modest. 

Thus, a simple rule of thumb is to compute both standard errors and use whichever is 

largest so as to avoid any gross misjudgements of statistical precision due to small sample 

problems.  

 Turning to the inference problem with grouped data, the clustering problem can be 

illustrated using a bivariate regression estimated in data with a group structure. Suppose 

that we are interested in the following relationship 

(5.3)   Yig =β0 + βXg + uig , 

                                                           
19 These are known as Eicker-Huber-White standard errors.  



where Yig is the outcome variable for individual i in cluster or group g, with G groups. 

Importantly, the explanatory variable, Xg, only varies at the group level. We model the 

correlation within groups as an additive random effect, i.e., uig= vg + eig, where vg is the 

random component specific to group g, and eig is the usual error term. When the 

explanatory variable only varies at the group level and there is a group random component, 

standard errors can increase dramatically.  

In the case where the regressor is fixed at the group level, and the groups are of 

equal size n, it can be shown that the relationship between the OLS variance formula 

V( )β̂ OLS and the corrected sampling variance formula V()β̂  is V( )β̂ OLS = V( )β̂ /[1+ (n-1)ρ] 

where ρ = σ2
v/(σ2

v + σ2
e) and σ2

v is the variance of vg and σ2
e is the variance of eig. 

Parameter ρ is called the intra-class correlation coefficient. This equation tells us how 

much we overestimate precision by ignoring intra class correlation. To make a stark 

example, suppose that one makes n identical copies of a data set in order to increase its 

sample size. This is the same as assuming ρ = 1 and the OLS variance V()β̂ OLS should 

therefore be scaled up by a factor of n, since copying a data set does not generate any new 

information. There is a number of solutions to the clustering problem. Perhaps the most 

common solution is to compute cluster standard errors (e.g., using Stata cluster), but this 

method is only appropriate when there is a reasonably large number of clusters or groups. 

For example, Angrist and Piscke (2008) suggest that 50 clusters are typically sufficiently 

large for the statistical inference based on the clusters’ standard errors to be reliable. 

Another popular solution is to use group averages instead of micro data. The standard 

errors that are based on group averages are more reliable than clustered standard errors in 

samples with few groups. 

 The inference problem caused by serial correlation can be illustrated in a panel data 

setting. Suppose that we have the following panel data regression 

(5.4)     Yit= ci +λt+ βXit + uit, 

where Yitt is the outcome for individual i in year t, ci is an individual fixed-effect and  λt is a 

time-fixed effect. Typically, observations for an individual tend to be correlated over time. 

This means that the error term uit will be serially correlated and therefore, the standard 

errors would need to be corrected. If the number of individuals (groups) is large and the 



number of time periods is small (observations within groups), one can once more compute 

cluster standard errors (e.g., using Stata cluster).  

Sometimes there are both clustering and serial correlation problems. This often 

occurs in difference-in-difference (DD) settings. Suppose that we have the following DD 

set up 

(5.5)     Yigt= γg+ λt+ βXgt + uigt , 

where Yigt is the outcome for individual i in group g in year t, γg is a group fixed-effect and  

λt is a time-fixed effect. We can consider the error term uigt as the sum of a group-year 

shock, vgt, and an idiosyncratic individual component, eigt. Since there is a group-year 

shock in the error term and the regressor of interest Xgt also only varies at the group×year 

level, there will be a clustering problem. With only two groups and two time periods, as in 

many DD applications, there is no solution to the clustering problem. Even worse, if there 

are only two groups and two time periods, the DD estimator will not even be inconsistent if 

there are random group-year shocks. Intuitively, adding more individual observations to the 

four different groups (treatment group before, treatment group after, control group before, 

and control group after) does not help distinguish the causal effect from the random shock. 

The solution to the clustering problem is to have multiple time periods or many groups (or 

both). However, when there are more than two-time periods there will typically also be a 

serial correlation problem in addition to the Moulton problem, since observation within 

groups tends to be correlated across time. In this case, the most important inference issue is 

the behavior of the common shock, vgt. If the group-year shocks are serially uncorrelated, 

the standard errors on the by group×time can be clustered (e.g., using Stata cluster) to take 

into account any correlation within clusters (group×time). This takes into account the 

Moulton problem if there is a reasonably large amount of clusters. However, if the group-

year shocks are serially correlated, the standard errors for the serial correlation in the vgt 

themselves must be adjusted. There is a number of ways of doing this, not all equally 

effective in all situations. The simplest and most common approach is to cluster the 

standard at a higher level, i.e., the group level instead of by group×time. This means that 

we need to have a large number of groups in this case since few clusters mean biased 

standard errors and misleading inference. The question of how to solve the serial 



correlation problem when the number of clusters is few is currently under study and a 

consensus has not yet emerged. 

For papers discussing the Moulton and serial correlation problems see, for example,  

Donald and Lang (2007) and Bertrand et al (2004). For a textbook treatment, see Angrist 

and Pischke (2008). 

 

6. Data and Power Issues 

6.1. Data 

There has been a spectacular increase in the availability and quality of data from 

developing countries in recent years. Many of these datasets are either in the public domain 

or can be obtained at a modest cost from the data collection agency.20 While randomized 

evaluations rely on collecting original data through fieldwork, a lion’s share of the 

evaluations based on quasi-experimental methods typically exploit already existing data 

sources. This second option has become more fruitful, given that over the last 10-15 years, 

high-quality, large scale, multipurpose data sets have become readily available. The World 

Bank’s Living Standard Measurement Surveys (LSMS) and the Rand Corporation Family 

Life Surveys are two prime examples of this. Demographic and Health Surveys (DHS) are 

another source of fertility, mortality and health data. To date, DHS have been implemented 

in 40 countries in sub-Saharan Africa and, in several cases, with more than one round per 

country. Many developing countries also collect their own data, including large household 

survey data and the quality of these data has been steadily improving. 

Census data from developing countries is available from the IPUMS-International 

web site (https://international.ipums.org/international/), although only a handful of 

countries from sub-Saharan Africa are included in their sample.21 

 

6.2. Power issues 

                                                           
20 The Bureau for Research and Economic Analysis of Development (BREAD) provides a useful link to data 
from developing countries at http://chd.ucla.edu/dev_data/index.htmllink. 
21 Survey design issues (as well as methodological issues regarding the analysis of household survey data) are 
discussed in great detail in Deaton (1997). 



In case the impact evaluation requires the collection of new data, as is the case when 

conducting randomized experiments, power calculations are of great importance. In 

principle, power calculations should be conduced ex-ante to determine the necessary 

sample to obtain a given power. In practice, however, sample size is often largely 

determined by budget or implementation constraints. This raises the risks that the 

evaluators will make “type II errors”; i.e. not detect a significant difference of an 

intervention that would have been found to have a significant impact had the sample size 

been large enough. 

The basic principle of power calculations can be illustrated in a simple regression 

framework.22 Consider the regression model in (6.1) 

(6.1)     iii TY εβα ++= , 

where Y is a continuous outcome variable. The variance in the OLS estimator, β̂ , is 
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where σ² = Var(Y) and T is the mean of Ti. If a fraction f of the sample belongs to the 

treatment group, (6.2) simplifies to 
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Consider the decision rule to be used to determine whether an experiment has an 

effect of size β. First, note that we would reject the null hypothesis of zero impact (β = 0) if 
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β
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t
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ˆ
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for a one-sided test (for a two-sided test tα is replaced by tα/2) where β̂SE  is the standard 

error of the OLS estimator. That is, if the impact estimate β is greater (in absolute terms) 

that the critical value βα ˆSEt ∗ , the null hypothesis of zero impact would be rejected. Now, 

consider what will happen if the true impact equals β. Then, with κ% power, κ% of the 

                                                           
22 For an introduction to power calculations, see Duflo et al (2006). A more in-depth treatment is provided in 
Bloom (2004) and Donner and Klar (2000). The exposition here partly follows from Blom (2004). 



sampling distribution of the OLS estimator of β must lie above the threshold value, tα,
23 

that is 
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 Using (6.3), we can rewrite (6.5) to get the minimum required sample size n as, 
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When the treatment and control groups are of the same size, (6.6) is reduced to  
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In many cases, the outcome variable is not continuous (examples include child 

mortality, whether or not a student drops out of school or whether the person is infected by 

a STD). In this case, the formula for the required sample size must be slightly modified. 

Specifically, with a binary outcome measure, the disturbance term can only take two 

values. With probability Pl: Y = 1 and with probability 1-Pl: Y = 0, where subscript l 

denotes treatment or control group. Using the fact that E(εi) = 0, it follows from (6.1) that 

(6.8)    0))(1()1( =−−−+−− ii TpTp βαβα , 

implying that P = α + βTi. Therefore, an estimate of σ², for simplicity assuming that f = 

0.5, is 
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implying a required sample size of 
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where β = (PT - PC). 

As discussed in section 4, many randomized impact evaluations are not randomized 

to individuals but to groups or clusters. However, the evaluator may still have access to 

individual data. As discussed in section 5, when analyzing individual data from programs 

randomized at the group level, it is important to take into account that the error term will 
                                                           
23 A standard protocol in both social and medical sciences requires 80% power of detecting a significant 
difference at the 0.05 significance level for a given effect size, β. 



most likely be correlated within clusters. This has implications for the sample size 

requirements. Specifically, Bloom (2004) shows the required sample size to be  
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where nj is the number of individuals per cluster and ρ is the intracluster correlation, i.e. the 

proportion of the overall variance explained by the within-group variance.24 

For sample size determination, comparing expressions (6.6) and (6.11) implies that 

the usual estimate of the required number of individuals should be multiplied by the 

"inflation factor" (1 + (nj - 1)ρ) when randomizing across groups instead of across 

individuals. The difference in the required number of individuals can be substantial if ρ is 

large. We can also note from (6.11) that the required number of individuals is minimized 

when f = 0.5, i.e., when the treatment and the control group are of the same size. Finally, 

dividing by nj, and rearranging, we have 

(6.12)    
Jffn

tt
j

1

)1(

11
)( 1 −

−++= −
ρρ

σ
β

κα  , 

where β/σ is the minimum detectable effect size, i.e. the smallest effect that, if true, has a 

κ% chance (or power) of producing an impact estimate that is statistically significant at the 

α level, and J = n/nj is the number of clusters. Equation (6.12) shows the trade-off between 

power and size. Ignoring the effects through the critical values of the t distributions, an 

increase in the number of clusters (J) or the number of individuals per cluster (nj) reduces 

the minimum detectable effect size. Note, though, that while the minimum detectable effect 

size declines in roughly inverse proportions to the square root of the number of randomized 

groups (J), the size of the randomized groups often makes far less difference to the 

precision of the estimate. As noted in Bloom (2004), if ρ = 0.05, the values of 

jn/)1( ρρ −+  for randomized groups of 50, 100, 200, and 500 individuals would, 

correspondingly, be approximately 0.26, 0.24, 0.23, and 0.23. Thus, even a tenfold increase 

in the size of the randomized groups makes little difference to the precision of the impact 

estimator. 

 

                                                           
24 See section 5. 



6.3. Measurement 

There is a fairly large literature on measurement in education and health, but a much more 

limited literature on measurement in water and sanitation.25  However, apart from direct 

measures of water quality (see, for instance, Kremer et al (2007)), and sanitation 

infrastructure and quality, or measures of connections to public (or private) water 

connection systems, such as the fraction of homes with latrines or access to communal 

standpipes or protected springs, evaluations in water and sanitation sectors typically have 

health, and sometimes education, outcomes as their prime target − thus, the focus here is on 

education and health. When studying the impact of water and sanitation projects on health 

outcomes, water-related diseases, such as diarrhea, respiratory, eyes and skin infections, are 

prime target for measurement.26 

There is somewhat of a consensus in the literature that the number of years of 

schooling is a reasonably good indicator of education attainments, or the quantity of 

schooling. However, as an individual’s completed years of schooling are only known 

several years after he or she first enrolled in school, measures of current schooling are often 

used in practice when researchers evaluate the impact of an intervention in education. This 

raises a couple of measurement issues.  

The first is primarily conceptual. While increasing the probability of current 

schooling, for instance the probability of completing a given grade, may increase the 

number of years of schooling eventually completed, it could primarily "just" create 

intertemporal substitution in the timing of education. The second concern refers to how to 

measure current schooling. In developing countries, it is not uncommon for students to 

attend school erratically and the difference between frequently absent students and 

dropouts may be unclear. Thus, by looking at measures such as the completion of a given 

grade, or the decision to drop out, a large variation in the quantity of schooling would be 

overlooked. A way of partly dealing with the latter concern is to focus on participation, 

measured as the proportion of days that the students are present at school for a given 

number of days that the school is open. As classroom attendance registers are often 

                                                           
25 On education, see Glewwe and Kremer (2008) for details and references. On health, see Strauss and 
Thomas (1998). 
26 Kremer et al (2007) measure water contamination by the fecal indicator of bacteria E. coli.  



inaccurate in developing countries, participation data typically requires independent data 

collection. Miguel and Kremer (2004), for instance, used unannounced visits by 

enumerators during a handful days over the school year to record which children were 

actually in class. 

Education quality is sometimes measured by input proxies (such as student-teacher 

ratios, or the share of qualified teachers) but these measures are obviously imperfect 

measures of learning outcomes. Thus, too a large extent, education quality is directly 

measured by looking at student performance on academic tests. In many cases, these tests 

are organized by the evaluators. This has the obvious advantage that the tests could be 

designed in such a way as to get sufficient variation in and accurate measures of learning 

outcomes. Many countries also record results from standardized tests that could be 

exploited. Reinikka and Svensson (2007), for instance, use test scores from Primary 

Leaving Exam records in Uganda. One advantage with this type of data is that students 

have incentives to do their very best on the test (since passing the test is a requirement for 

acceptance into secondary school). 

There is less consensus on the measurement of health, partly because health is 

fundamentally multidimensional.27 Moreover, while it is typically assumed that 

measurement error in schooling is random (Griliches, 1977), many health indicators are 

measured with errors that are systematically related to demand for health and other 

behavior (Strauss and Thomas, 1998).  

The simplest form of health measurement is self-evaluation, most often self-

reported general health status. As discussed in Strauss and Thomas (1998), while popular, 

these measures are fraught with problems.  

Self-reported health problems, i.e. illnesses or death of family members, are also 

common in household surveys. This raises two problems, i.e. recall biases (see Deaton, 

1997) and biases due to difficulties in interpreting what is deemed as illness or symptom 

that may systematically vary across individuals. Recall biases may be less problematic 

when probing information about major events in people’s lives (like the birth or death of a 

child). 

                                                           
27 See Strauss and Thomas (1998) for a more detailed discussion and further references. 



Anthropometric data, such data on height, weight, or a combination of the two, is 

increasingly becoming a standard module in many large-scale surveys. For instance, the 

latest round of DHS data includes data on height and weight for women and children. Child 

height has proven to be an informative longer-run indicator of nutritional status, as well as 

a cumulative measure of health investment for adults. Weight, on the other hand, varies 

more in the short run and thus provides a more current indicator of nutritional status. Since 

a light person may also be small, it is common to analyze weight given height. There are 

many potential ways of expressing this ratio, the most common being the body mass index 

− the ratio of weight (in kilograms) to height (in meters) squared. 

 

7. Concluding remarks 

Impact evaluations ought to be an integral part of the policy formation process. The 

benefits of knowing which programs work and which do not extend far beyond any 

program or agency. A credible impact evaluation is also a global public good in the sense 

that it can offer reliable guidance to international organizations, governments, donors, and 

nongovernmental organizations in their ongoing search for effective ideas.  

In this paper, we provide an introduction, and to some extent a practical guide, for 

researchers and practitioners interested in an impact evaluation in education, health, water, 

and sanitation. We refer the reader to the references given herein for a more in-depth 

treatment of the methods, concepts, and data issues we have discussed. 
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