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Abstract

Aggregate total factor productivity depends both on firms’ physical productivity (technology) and
on the efficiency of the resource allocation. The empirical regularity that cross-sectional productivity
differences are more pronounced in underdeveloped economies is often interpreted as evidence for the
importance of misallocation to explain the cross-country variation in TFP. This paper argues, that this
finding is also informative about differences in technology. I construct a simple endogenous growth
model, where the cross-sectional distribution of productivity and the growth rate of aggregate TFP are
jointly determined. As output markets are imperfectly competitive, the cross-sectional productivity
dispersion will reflect the distribution of mark-ups. Mark-ups, however, not only cause static misal-
location, but they also determine innovation and entry incentives and hence the equilibrium growth
rate. If equilibrium entry is intense (for example because entry barriers are low), product markets are
competitive, the productivity dispersion across firms is small and the aggregate growth rate is high.
The cross-country variation in productivity dispersion might therefore be a symptom of fundamental
differences in the innovation environment. Using firm-level data from Indonesia, I present both re-
duced form evidence for this mechanism and estimate the models’ structural parameters. A policy,
which reduces existing entry barriers by 10%, will increase welfare by 5%. While 10% of these gains are
attributed to a reduction of static misallocation, 60% stem from a change in the equilibrium growth
rate.
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1 Introduction

There is a broad consensus in the economic profession that cross-country income differences are to a large
degree driven by differences in aggregate productivity (TFP).1 Aggregative growth theory has traditionally
interpreted these disparities as stemming from technological differences across countries. In the last couple
of years, a new literature emerged that tends to ignore technological differences and instead focuses on
the importance of misallocation of resources across firms within countries to explain the cross-country
variation in aggregate TFP. Lately, these contributions have attracted substantial attention, because recent
work developed an empirical accounting framework, which allows researchers to measure misallocation
using readily available firm-level data. Hsieh and Klenow (2009), following the methodology of Foster,
Haltiwanger, and Syverson (2008), show that in an important class of macroeconomic models, firms’
productivity is proportional to their marginal products.23 The dispersion of productivity across firms
has therefore been interpreted as a key measure of allocative efficiency. And indeed, there is substantial
evidence that poor countries are characterized by larger cross-sectional productivity differences, which is
consistent with the view that differences in the static efficiency of the resource allocation are important
to understand aggregate differences in TFP (Hsieh and Klenow, 2009; Bartelsman, Haltiwanger, and
Scarpetta, 2009; Collard-Wexler, Asker, and De Loecker, 2011).

In this paper I argue against this sharp conceptual distinction between static misallocation and aggre-
gate technological differences. In particular, in an environment where productivity growth is endogenous
and depends on firms’ dynamic innovation incentives, the growth rate of aggregate TFP and the static
degree of misallocation are jointly determined in equilibrium. Measured productivity differences in the
cross-section of firms emerge endogenously and hence are not only informative about the static efficiency of
the resource allocation, but also about firms’ dynamic incentives, which determine the economy’s growth
rate. The aggregate implications of within-country productivity dispersion for cross-country income dif-
ferences might therefore be much larger than previously appreciated.

More specifically, I consider an economy, where imperfect competition on output markets endogenously
generates heterogeneous mark-ups across firms. In such an environment, measured productivity differences
across producers fully reflect the cross-sectional distribution of prices. These monopolistic distortions cause
resources to be statically misallocated, because production factors are not allocated towards the most
efficient units but rather to the ones whose monopolistic power is relatively low. From a dynamic point of
view, however, these endogenous distortions govern firms’ innovation incentives and hence determine the
growth rate of aggregate TFP. I study an environment where productivity growth can either be generated
by process innovations of current producers or stem from new firms entering the market. While incumbent
firms spend innovation resources to increase their mark-up, entering firms reduce mark-ups as they adopt

1I will review the related literature below.
2The class of models they consider encompass the Lucas (1978) span-of-control model with heterogeneous firms and an

economy with CES demand system, monopolistic competition and factor neutral productivity differences as in Melitz (2003).
3The distinction between revenue productivity (given by TFPR = py

l1−αkα ) and physical productivity (TFPQ = y
l1−αkα )

is crucial. In the data I only measure TFPR and it is this object, which I will refer to as “productivity”. See also Foster,
Haltiwanger, and Syverson (2008).
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current best-practice techniques and thereby tighten product market competition. A greater equilibrium
entry rate is therefore associated with a lower cross-sectional variance of mark-ups and hence less dispersion
in measured productivity. Additionally, a higher equilibrium entry rate (usually) also causes the growth
rate of aggregate TFP to be higher. Countries with substantial barriers to entry (e.g. license requirements
or imperfect markets for venture capital) will therefore both have a high dispersion of productivity as
existing firms’ monopoly power is unchecked and a low rate of aggregate productivity growth. Conversely,
countries that offer a level playing field for new firms will see little productivity dispersion, as entering
firms keep monopoly power limited and grow at a faster rate. Hence, higher productivity dispersion not
only implies a lower degree of static allocative efficiency, but is also a symptom of a more fundamental
difference in the innovation environment, which has direct implications for technological differences across
countries.

Modelling productivity differences through monopolistic mark-ups is not merely a new microfounda-
tion, but it gives a new interpretation to the cross-sectional data. In most theories of misallocation,
marginal products are not equalized because some firms are constrained in their input choices. This could
be due to credit market frictions, differences in non-market access to production factors, or preferential
policies, where taxes or the allocation of production licenses are based on firm-specific idiosyncrasies like
family ties or political conviction. While these theories stress very different underlying causes of misallo-
cation (and have of course very different policy implications), they share a common economic mechanism
why allocative efficiency cannot be achieved: some firms are smaller than they ought to be and smaller
than they want to be whenever such constraints are binding. Furthermore, they have the same implications
for identifying constrained firms in the data. As constrained producers’ marginal products will exceed the
one of their unconstrained competitors, high measured productivity will be a sign of the firm facing some
binding barrier to expand. According to the theory of this paper, it is not that resources are prevented
from flowing to high productivity firms, but it is rather that firms’ productivity is high because they can
charge a high mark-up. High productivity firms are still smaller than they ought to be, but they are not
smaller than they want to be. Hence, high revenue productivity is not a sign of a firm being disadvantaged
on some input market, but rather indicative of market power on the output market.

To study these issues, I propose an endogenous growth model in the Schumpeterian tradition, which
despite the non-trivial pricing rules generating heterogeneous mark-ups is highly tractable. The cross-
sectional distribution of mark-ups has aggregate consequences by reducing TFP and equilibrium factor
prices. The model makes precise predictions what aspects of the mark-up distribution matter for aggre-
gate allocations and welfare. In particular, the aggregate economy looks exactly like the single-sector
neoclassical growth model with Cobb-Douglas technology and an aggregate TFP term. This aggregate
TFP term is the product of two components. While the first one depends only on the distribution of
firm-level efficiencies, the second one is entirely determined by the distribution of mark-ups. It is this
second term (and only this second term) which is not present in the efficient allocation and is hence a
sufficient statistic for the static TFP losses of non-constant mark-ups. Similarly, there is a simple sufficient
statistic for the effect of mark-ups on equilibrium factor prices. These two statistics completely summarize
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the static degree of misallocation given any distribution of mark-ups in the economy.
I then derive the endogenous distribution of mark-ups as an equilibrium object. As mark-ups are

determined by firms’ relative efficiencies, this distribution depends on the incentives of existing firms to
engage in process innovations relative to the benefits for new firms to enter the market. Along the balanced
growth path, the distribution of mark-ups takes a Pareto form, whose shape parameter is endogenous. In
particular, the shape is equal to the economy’s entry intensity, which is given by the equilibrium entry rate
relative to the innovation rate of existing firms. If an economy’s aggregate productivity growth is largely
accounted for by new entrants, the distribution of mark-ups is compressed because entering firms keep
monopoly power limited. In such an environment there is little static misallocation of resources. If on the
other hand productivity growth is mostly generated by existing producers, the distribution of mark-ups
will have a fatter tail, so that productivity differences across firms are pronounced and static allocative
efficiency suffers.

I then take the model to the data by analyzing a comprehensive panel data set of manufacturing firms
in Indonesia. The empirical analysis has two parts. First, I study the reduced-form implications of the
theory. Through the lens of my model, the distribution of mark-ups is identified from firms’ revenue
productivity. Using this equivalence, I first present evidence that the empirical pattern of productivity
is consistent with the mechanism identified in this paper, but less easily reconciled with the above men-
tioned theories stressing constraints on input choices. In particular, I show that entering firms have low
revenue productivity in the cross-section but increasing revenue productivity along their life-cycle. This is
consistent with the view that firms manage to charge higher prices as they successfully implement process
innovations but harder to square with theories where firms have dynamic incentives to alleviate constraints
through saving, political lobbying or gaining access to formerly unavailable inputs. Then I show that the
extent of entry into product markets (which I proxy by different geographic regions) reduces both the
level and the dispersion of mark-ups as inferred from firms’ productivity. I also present evidence that
regional variation in the efficiency of the financial system, firm-specific distortions like state ownership or
the industrial composition is not causing this pattern.

After establishing those reduced form correlations, I finally estimate the structural parameters of the
model. In particular, I estimate the innovation technology and the costs of entry and I allow those param-
eters to vary at the regional level. With the estimated parameters at hand, I perform two exercises. As
the equilibrium distribution of mark-ups is fully determined by the innovation environment and mark-ups
are the only reason for firm-level productivity to not be equalized, I can compare the model’s prediction
with the cross-sectional distribution of productivity observed in the micro data. At the estimated pa-
rameters the model can explain 20% of the observed productivity dispersion. Then I perform a simple
policy experiment, where I study the implications of a reduction in entry costs. Reducing entry barriers
by 10% increases the equilibrium entry rate, decreases the predicted productivity dispersion by 15% and
increases welfare by 5-6%. While 10% of these welfare gains are pure static gains in that more intense entry
reduces misallocation and hence increases TFP (holding technologies fixed), 30% of the gains are dynamic
as improved allocative efficiency induces capital accumulation. The remaining 60% are fully attributed to
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growth effects as lower entry barriers increase the aggregate growth rate. Hence, this environment is one
example, where the direct static gains from reducing misallocation are small relative to the dynamic impli-
cations. The strong empirical correlation between within-country productivity differences and aggregate
income might therefore be a reflection of fundamental differences, like the costs of entry.

Finally, I consider a brief extension, where I explicitly introduce inter-regional trade. This extension
not only shows that allowing for trade leaves the identification of the structural parameters intact, but
also generates a new result: along the balanced growth path all regions grow at the same rate because
inter-regional terms of trade compensate for differential productivity growth.

Related Literature This paper is mostly related to the literature trying to understand regional pro-
ductivity differences (Banerjee and Duflo, 2005; Caselli, 2005; Klenow and Rodriguez-Clare, 1997). While
a large literature aimed to explain these differences in the context of an aggregate production function,4

recently various contributions focused explicitly on the behavior of individual firms and their interaction.
On the one hand, Hsieh and Klenow (2009) and Restuccia and Rogerson (2008) argue that misallocation of
resources across individual firms can have sizable negative effects on aggregate TFP but are agnostic about
the reasons for this misallocation. On the other hand, there are papers taking a more structural perspective
in that they explicitly model the microstructure of the economy. Acemoglu, Antras, and Helpman (2007)
for example argue that contractual incompleteness reduces the incentives to invest into technology and
Lagos (2006) shows that in an economy with search frictions, aggregate TFP depends on the primitives
of the underlying search technology. Among others, Buera, Kaboski, and Shin (2011), Midrigan and Xu
(2010), Jeong and Townsend (2007), Banerjee and Moll (2010) and Moll (2010) consider dynamic models
of entrepreneurship and study how capital market imperfections affect aggregate productivity by distorting
the allocation of talent across occupations and the allocation of capital across firms. This paper tries to
build a bridge between these two approaches. While my model is structural in that firm-level distortions
are generated endogenously, the reduced form of my model looks exactly like the economy considered in
Hsieh and Klenow (2009) or Restuccia and Rogerson (2008). Hsieh and Klenow (2011) and Fattal Jaef
(2011) also stress the dynamic interactions between productivity differences and entry, albeit in a very
different way. While they analyze entry incentives given a particular set of distortions firms will eventually
face, this paper claims that the causality may go the other way: the equilibrium entry rate will shape the
mark-up distribution in the economy as it determines the toughness of competition.

There is also a related literature in the field of international trade stressing the importance of mark-
ups. Bernard, Eaton, Jensen, and Kortum (2003) allow for mark-up heterogeneity precisely to account
for the positive correlation between measured productivity, firm efficiency and export status, and Atkeson
and Burstein (2008) find that variable mark-ups are important to account for the observed pattern of
producer and consumer prices. Epifani and Gancia (2011) argue that non-constant mark-ups might be

4To name a few, Hall and Jones (1999) and Acemoglu, Johnson, and Robinson (2001) argue in favor of the importance of
social capital or institutions, Lucas (1988, 1990) stresses the importance of human capital externalities, Parente and Prescott
(1994) focus on barriers of technology adoption and Gancia and Zilibotti (2009) identify an important role for the direction
of technological progress.
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important to assess the welfare effects of trade liberalization - if trade opening reduces mark-ups in sectors
whose mark-up was already below average, welfare might decrease as the higher dispersion in mark-
ups reduces TFP. Edmond, Midrigan, and Xu (2011) on the other hand provide quantitative evidence
from a calibration exercise using plant-level data that the pro-competitive effect of trade-liberalization,
whereby the entry of foreign producers decreases mark-ups, induces welfare gains, which are an order
of magnitude larger than the usual love-for-variety effects of trade opening. Finally, the importance to
distinguish physical productivity from prices has been stressed in the recent empirical literature on how
trade liberalization affects firms’ productivity. De Loecker (2011) shows that controlling for unobserved
prices reduces the estimated productivity increase substantially. Relatedly, De Loecker and Warzynski
(forthcoming) find that firms increase their mark-ups upon entry into exporting and argue that mark-ups
might be responsible for the large productivity premium of exporting firms usually found in firm-level
data. Finally, the distinction between technological progress, aggregate productivity growth and the role
of mark-ups has a long tradition in macroeconomics. See for example Basu and Fernald (2002).

In terms of modelling choices, I formalize the evolution of productivity as a Schumpeterian quality
ladder model of vertical innovation as in Aghion and Howitt (1992) and Grossman and Helpman (1991).
The characterization of the balanced growth path shares some similarities to Klette and Kortum (2004) and
Lentz and Mortensen (2008), although I do not consider multi-product firms in my framework. To generate
heterogeneous mark-ups, I take an otherwise standard CES demand system, but drop the assumption of
different firms producing differentiated varieties.5 In contrast, different producers engage in Bertrand
competition so that prices depend on firms’ relative productivities (see also Bernard, Eaton, Jensen, and
Kortum (2003) and Acemoglu and Akcigit (forthcoming)).

The structure of the paper is as follows. In the next section I present the model. First, I characterize
the static allocations and show that the impact of mark-ups on the aggregate economy is summarized
by two sufficient statistics. I then turn to the endogenous determination of equilibrium mark-ups. As
mark-ups depend only on the cross-sectional distribution of physical productivity, this requires a model of
how relative technologies evolve. I consider a framework with both entry and productivity improvements
by incumbent firms and show that the endogenous stationary distribution of mark-ups is Pareto, where
the shape parameter is given by the equilibrium entry intensity. Section three is devoted to the empirical
analysis, which proceeds in two steps. In the reduced form analysis, I first assess to what extent different
aspects of the productivity data are consistent with my theory of mark-ups and compare the predictions
to a simple model with credit constraints. Then I provide evidence that the regional entry intensity is
negatively correlated with both the level of mark-ups and their dispersion. Finally, I estimate the structural
parameters of the model using GMM, compare the implied mark-up distribution to the firm-level data
and consider the welfare implications of a reduction of entry costs in different regions of Indonesia. There
I also provide a simple extension of the model, where I explicitly allow for trade between the different
regions in Indonesia. Section 4 concludes and an Appendix gathers some of the mathematical details.

5This is in contrast to for example Foster, Haltiwanger, and Syverson (2008) or Melitz and Ottaviano (2008) who generate
heterogeneous mark-ups from a linear demand system with product differentiation.
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2 The Model

Consider the following continuous time environment. There is a measure L of infinitely lived households,
supplying their unit time endowment inelastically. There is a unique consumption good and individuals’
preferences are given by

U =
ˆ ∞
t=0

e−ρtln (c (t)) dt, (1)

with ρ being the discount rate. The final good, which I take to be the numeraire, is a Cobb-Douglas
composite of a continuum of intermediate products. In particular, there is a measure one of differentiated
varieties, each of which can be produced by multiple firms. Formally,

Y (t) = exp

ˆ 1

0
ln

 ∑
jεS(ν,t)

yj (ν, t)

 dν

 , (2)

where yj (ν, t) is the quantity of variety ν bought from producer j and S (ν, t) denotes the number of firms
active in sector ν at time t. Hence, different varieties ν and ν ′ are imperfect substitutes, whereas there is
perfect substitutability between different brands within a variety. The market for intermediate goods is
monopolistically competitive, so that firms take aggregate prices as given but compete a la Bertrand with
producers offering the same variety. The production of intermediates is conducted by heterogeneous firms
and requires capital and labor, both of which are hired on frictionless spot-markets. The only source of
heterogeneity across firms is their factor-neutral productivity. In particular, a firm producing variety ν
with current productivity6 q produces output according to

f (k, l; q) = qkαl1−α. (3)

Importantly, physical efficiency q is a firm-characteristic, i.e. both within and across varieties, firms differ
in that dimension.

Both the set of competing firms [S (ν, t)]ν and firms’ productivities [qj (ν, t)]j,ν evolve endogenously
through entry of new firms and process innovations by incumbent firms. Existing firms’ technology is
variety-specific, i.e. once a firm entered in sector ν, it can only produce ν-output. Along their life-cycle,
firms can hire workers to increase their productivity qj (ν, t). Alternatively, workers can be employed
in an entry sector, where they can try to generate new firms (“blueprints”). Entry efforts are directed,
i.e. targeted towards particular sectors. I will specify the details of both the innovation and the entry
technology below.

It is useful to characterize the static and dynamic allocations separately. By static allocations, I refer
to the equilibrium allocations for a given level of aggregate capital K (t) and a given number of firms
and their productivities [S (ν, t) , qj (ν, t)]. By construction these allocations neither depend on the inter-

6It is unfortunate, that the profession uses the term “productivity” for both the physical productivity (q) and the object
measured in the data

`
py

kαl1−α

´
. I will sometimes refer to q as “efficiency” or “physical productivity” to be precise about the

distinction, but (when clear from the context) I will also refer to q as “productivity”.
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temporal preferences of households, nor on the details of the innovation environment. This static analysis
will show that the cross-sectional distribution of mark-ups is fully determined from the distribution of
physical productivities across firms and characterizes how different moments of this distribution affect
the aggregate economy via their effects on mark-ups. To derive the (long-run) equilibrium distribution
of mark-ups I therefore need to characterize the evolution of physical productivities. This is done in the
dynamic analysis, where I solve for firms’ innovation incentives and the equilibrium degree of entry.

2.1 Static Allocations: Heterogeneous Mark-ups and Misallocation

To characterize the static equilibrium, consider first variety ν. Given that production takes place with a
constant returns to scale technology, firms compete in prices and different brands of variety ν are perceived
as perfect substitutes, in equilibrium only the most productive firm will be active. However, the presence
of competing producers (even though they are less efficient) imposes a constraint on the quality leader’s
price setting. The demand function for intermediaries is given by

y(ν, t) =
Y (t)
p (ν, t)

, (4)

where p (ν, t) ≡ minj∈S(ν,t) {pj (ν, t)}. As this demand function has unitary elasticity, the most efficient
firm has to resort to limit pricing, so that the equilibrium price will be equal to the marginal costs of the
second most productive firm, which I will refer to as the follower. Hence,

p (ν, t) = MC (qF , t) =

(
w

1−α

)1−α (
R
α

)α
qF (ν, t)

≡ ψ (R (t) , w (t))
qF (ν, t)

, (5)

where qF (ν, t) is the follower’s productivity.7 The equilibrium mark-up is therefore given by

ξ (ν, t) ≡ p (ν, t)
MC (q, t)

=
MC (qF , t)
MC (q, t)

=
q (ν, t)
qF (ν, t)

, (6)

i.e. a higher quality advantage shields the current producer from competition and allows him to post a
higher mark-up. Using (4) and (5) it is easy to derive equilibrium demand as

y (ν, t) =
Y (t)

ψ (R (t) , w (t))
qF (ν, t) =

Y (t)
ψ (R (t) , w (t))

q (ν, t)
ξ (ν, t)

, (7)

7It is at this point where the assumption of the aggregate production function being Cobb-Douglas simplifies the exposition.
If the demand elasticity was to exceed unity, the firm might want to set the unconstrained monopoly price in case its

productivity advantage over its closest competitor is big enough. To see this, suppose that Y =
“´ 1

0
y (ν)

σ−1
σ dν

” σ
σ−1 as in

Bernard, Eaton, Jensen, and Kortum (2003). The unconstrained monopoly price is given by pM = σ
σ−1

MC = σ
σ−1

ψ
q
, so

that the optimal price is given by p = min
“

σ
σ−1

ψ
q
, ψ
qF

”
= ψ

qF
min

“
σ
σ−1

qF
q
, 1
”
. Hence, for q >> qF , the firm will not have

to use limit pricing. In the limit where σ → 1, we get min
“

σ
σ−1

qF
q
, 1
”

= 1, which yields (5). We will see below, that the
assumption that leading firms will always set the limit price will make the dynamic decision problem of firms very tractable.
See also Lentz and Mortensen (2008), who incidentally estimate σ = 1 using firm-level data from Denmark.
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and the producer’s factor demands as

k (ν, t) =
1

ξ (ν, t)
αY (t)
R (t)

and l (ν, t) =
1

ξ (ν, t)
(1− α)Y (t)

w (t)
. (8)

Finally, the producing firm’s profits are given by

π (ν) = (p (ν)−MC (ν)) y (ν) =
(

1− 1
ξ (ν)

)
Y. (9)

The expressions above show that the cross-sectional variation in profits and factor demands can be entirely
traced back to firm-specific mark-ups. Furthermore, it is precisely these varying mark-ups, which induce
an inefficient allocation of resources across plants and hence have detrimental effects on aggregate TFP.
This is most clearly seen from (8), which shows that producers’ factor demands depend on their mark-up
and not on their physical efficiency.

Now consider the implications for measured productivity. In this economy, (revenue) productivity
TFPR is given by

TFPR (ν, t) =
p (ν, t) y (ν, t)

k (ν, t)α l (ν, t)1−α = ψ (R,w) ξ (ν, t) . (10)

As ψ (R,w) is constant in the cross-section of firms, TFPR is proportional to the mark-up. In the
framework of Hsieh and Klenow (2009) and Restuccia and Rogerson (2008), TFPR is proportional to
(1+τK(ν,t))α

1−τY (ν,t) , where τK (ν, t) and τY (ν, t) are exogenous firm-specific taxes on capital and output. Hence,
in this economy firms charging a high mark-up have high productivity and would hence be identified as
facing high taxes. This will be important for the empirical analysis.

To characterize the general equilibrium of this economy, let LP (t) be the number of workers in the
production sector.8 Aggregate output can then be written as

Y (t) = Q (t)M (t)K (t)α LP (t)1−α , (11)

where Q (t) is the usual CES aggregate of the sectoral productivity levels Q (t) = exp
(´ 1

0 ln (q (ν, t)) dν
)
,

and M (t) is the TFP distortion index given by

M (t) =
exp

(´ 1
0 ln

(
ξ (ν, t)−1

)
dν
)

´ 1
0 ξ (ν, t)−1 dν

=
exp

(
E
[
ln
(
ξ (ν, t)−1

)])
E
[
ξ (ν, t)−1

] . (12)

Hence, at the aggregate level, this economy looks exactly like the canonical neoclassical growth model
where aggregate TFP is determined both by physical productivity Q (t) and the monopolistic mark-ups

8As workers are used in both the production and the innovation sector, LP (t) will be determined endogenously. Along
the balanced growth path, LP (t) will be constant. See below.
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summarized in the TFP distortion indexM (t). Furthermore, it can be easily verified, that static first-best
aggregate output is given by Y FB (t) = Q (t)K (t)α L1−α, so that Y (t) = Y FB (t)M(t). M (t) therefore
measures precisely the static efficiency losses of monopolistic pricing. Mark-ups also manifest themselves
in equilibrium factor prices, as these are given by

R(t) =
αY (t)
K(t)

Λ (t) = RFB (t)M(t)Λ (t) (13)

w(t) =
(1− α)Y (t)

LP
Λ (t) = wFB (t)M(t)Λ (t) , (14)

where wFB (t) and RFB (t) denote the first-best equilibrium factor prices in the absence of monopolistic
power and

Λ (t) =
ˆ 1

0
ξ (ν, t)−1 dν = E

[
ξ (ν, t)−1

]
(15)

is the factor price distortion index. This term stresses that monopolistic pricing reduces equilibrium factor
prices for two reasons.9 Not only is aggregate TFP (and hence each production factors’ marginal product)
lower compared to the competitive economy, but even conditional on aggregate TFP, equilibrium factor
prices are below their social marginal products as R(t)

MPK(t) = w(t)
MPL(t) = Λ (t).10 Hence, M (t) and Λ (t)

are sufficient statistics for the static TFP and factor price consequences of monopolistic power. As both
M (t) and Λ (t) are fully determined from the distribution of mark-ups, Proposition 1 characterizes how
this distribution affects aggregate TFP and factor prices in this static economy, i.e. the economy where
the distribution of leading productivities [q (ν, t)]1ν=0 and the level of capital K (t) is given.

Proposition 1. Consider the static allocations characterized above. Let Zξ be a distribution of mark-ups

and let MZ =
exp(EZ [ln(ξ−1)])

EZ [ξ−1]
and ΛZ = EZ

[
ξ−1
]
be the respective distortion indices. Then:

1. MZ ≤ 1 and MZ = 1 if and only if Zξ is degenerate,

2. MZ is homogeneous of degree zero in ξ−1,

3. A mean preserving spread of ln (ξ) reduces MZ ,

so that TFP depends on the dispersion of mark-ups. Furthermore,

1. ΛZ < 1,

2. ΛZMZ is homogeneous of degree one in ξ−1,

3. A mean preserving spread of ln (ξ) leaves ΛZMZ unchanged,
9This discussion takes the level of capital K (t) as given. Clearly, these distorted factor prices have a third, dynamic effect

in that capital accumulation is not efficient. I will come back to this below when I discuss the dynamic allocations.
10In particular, equilibrium interest rates will be depressed relative to the interest rate as imputed from the usual growth

accounting calibration. From an accounting point of view this is a desirable feature, because in most calibration exercises,
the implied interest rates turn out to be counterfactually high (Banerjee and Duflo (2005); Lucas (1990)).
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so that factor prices depend on the level of mark-ups.

Proof. Follows directly from the definition of M and Λ in (12) and (15).

Proposition 1 shows that the different moments of the mark-up distribution have very different impacts
on the economy. In particular, factor prices are entirely insensitive with respect to a higher dispersion of
the underlying mark-up distribution - they only depend on the mean. A shift in the level of mark-ups will
therefore reduce factor prices and increase equilibrium profits. For the case of aggregate TFP, exactly the
opposite is true: whereas a higher dispersion of mark-ups will show up as a lower TFP for the aggregate
economy, TFP is not affected by level shifts. Intuitively, aggregate TFP is determined by the allocation of
resources across firms. If all mark-ups increase by a constant proportion, relative prices will be unaffected
and hence still provide the appropriate signals about firms’ relative productivity. Note that the canonical
case of constant mark-ups as generated by a CES demand system with differentiated products is a special
case of Proposition 1: TFP will be identical to its efficient competitive counterpart but monopolistic power
reduces factor prices.11

2.2 Dynamics: The Equilibrium Distribution of Mark-Ups

Proposition 1 shows that different moments of the distribution of mark-ups affect aggregate TFP and
equilibrium factor prices differentially. Hence, it is important to know what the equilibrium distribution
looks like. Mark-ups are fully determined by relative efficiencies across firms. Misallocation is therefore
generated endogenously through competition between producers of different physical productivity. The
crucial aspect of the innovation environment is therefore the speed with which leading firms improve their
productivity relative to their most advanced potential competitors. If leading firms innovate faster than
their potential competitors, they will increase their productivity advantage, which in turn will allow for
higher mark-ups. If, on the other hand, less productive firms increase their productivity faster, competition
will tighten and static misallocation will be reduced.

To put more structure on the evolution of relative productivities, suppose that firm productivity evolves
on a quality-ladder (Aghion and Howitt, 1992; Grossman and Helpman, 1991). Formally, if a firm in sector
ν has had n (ν, t) innovations in the interval [0, t], its productivity is given by q (ν, t) = λn(ν,t), where λ > 1.
Hence, innovations are assumed to lead to proportional productivity improvements. This specification of
the productivity process is convenient, because it implies that monopolistic mark-ups can be expressed as

ξ (ν, t) =
q (ν, t)
qF (ν, t)

=
λnL(ν,t)

λnF (ν,t)
= λ∆(ν,t), (16)

11Proposition 1 can be seen as the dynamic version of Proposition 1 in Epifani and Gancia (2011, p. 14). While in their
static model, welfare is homogeneous of degree zero in the level of mark-ups, in my dynamic setting the same holds true for
aggregate TFP. Welfare however still depends on the level of mark-ups as dynamic trade-offs will be affected. However, if
factor supplies were inelastic, Λ is purely redistributive and M is a sufficient statistic for welfare.
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where ∆ (ν, t) ≡ nL (ν, t)−nF (ν, t) ≥ 0 is the quality gap between competing firms. Intuitively: firms are
able to set high prices if they managed to climb the quality ladder faster than their potential competitors.

In this economy innovations can stem from two sources: either current producers can experience
technological improvements, or new firms can enter the market and thereby replace the current quality
leader. If a producer with current productivity q experiences an innovation, it reaches the next step of
the quality ladder so its new productivity is given by λq. For the case of entry, suppose that leading
technologies are common knowledge for the process of innovation so that the entrant in sector ν enters
the market with productivity λq (ν, t), where q (ν, t) is the leading quality in sector ν. This formulation
is appealing in the current context, because it focuses on the different allocational consequences of the
two sources of productivity improvements. While both entrants and incumbents increase the frontier
technology by the same amount, the implications for equilibrium mark-ups and allocational efficiency are
very different. In case the innovation stems from the current producer of variety ν with a quality advantage
of ∆ (ν, t), the equilibrium mark-up for that variety increases by a factor λ. However, when productivity
growth is induced by entry, the equilibrium mark-up for variety ν decreases by a factor λ∆(ν,t)−1, as the
new entrant is only a single step ahead on the quality ladder.12

I will show below that along the unique balanced growth path equilibrium, incumbent firms innovate
at a constant rate I and each variety ν experiences entry at the constant rate z. However, it is useful
to characterize the equilibrium allocations as a function of (I, z) to stress that whatever the particular
microfoundation, these two equilibrium outcomes determine aggregate static efficiency by shaping the
distribution of productivity gaps and hence mark-ups. In particular, given (I, z), this distribution is
stationary and has a closed form representation. The distribution of productivity gaps is fully characterized
by the collection {µ (∆, t)}∞∆=1, where µ (∆, t) denotes the measure of sectors with quality gap ∆ at time
t. These measures solve the flow equations

µ̇ (∆, t) =

− (z + I)µ (∆, t) + Iµ (∆− 1, t) if ∆ ≥ 2

−Iµ (1, t) + z (1− µ (1, t)) if ∆ = 1
. (17)

Intuitively, there are two ways to leave the state (∆, t): the current producer could have an innovation
or there could be entry. The only way to get into this state is by being in state ∆ − 1 and then having
an innovation. Similarly, all firms in state (1, t) exit this state if they have an innovation and all sectors
where entry occurs enter this state. Using (17) it is easy to verify that the unique stationary distribution
is given by

µ (∆) =
(

I

z + I

)∆ z

I
≡
(

1
1 + x

)∆

x, (18)

where the second equality shows that the mark-up distribution is only dependent on the entry intensity
12Note that the continuous time formulation of the model precludes the possibility that a variety experiences both entry

and a productivity improvement by the current producer, which is of second order.
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defined by
x ≡ z

I
, (19)

which is the ratio of the (endogenous) entry rate and the (endogenous) rate of innovation. This is conve-
nient, because both the cumulative distribution of productivity gaps F∆ and the two distortion indices M
and Λ are also constant and fully parametrized by the entry intensity x. In particular, as shown in the
Appendix, the distribution of productivity gaps (for a given entry intensity x) is given by

F∆ (d;x) =
d∑
i=1

µ (i) = 1−
(

1
x+ 1

)d
= 1− e−ln(1+x)d, (20)

i.e. is exponential with parameter ln (1 + x). This also implies that the stationary distribution of mark-ups
is Pareto with shape ln(1+x)

ln(λ) as13

Fξ (m;x) = P
[
λ∆ ≤ m

]
= F∆

(
ln (m)
ln (λ)

;x
)

= 1−
(

1
m

) ln(1+x)
ln(λ)

. (21)

This result is similar to Bernard, Eaton, Jensen, and Kortum (2003), who also generate a (truncated)
Pareto distribution of mark-ups in their model. The crucial difference is that here the shape parameter is
endogenous as it is determined from the equilibrium entry intensity. If entry is intense, the shape parameter
is large so that mark-up heterogeneity and the average mark-up declines.14 Figure 1 depicts the density of
mark-ups for two different values of the entry intensities, which correspond to the inter-quartile range of
estimated entry intensities across regions of Indonesia (see section 3.3 below). The high-entry environment
is characterized by less mark-up dispersion in the cross-section of firms and the average mark-up is lower.
Finally, the two distortion indices summarizing the impact of mark-ups on the aggregate economy are also
fully determined and given by

Λ (x) = E
[
ξ−1
]

= E
[
λ−∆

]
=

x

(λ− 1) + λx
(22)

M (x) =
exp

(
E
[
ln
(
ξ−1
)])

E [ξ−1]
=

λ−E[∆]

E [λ−∆]
= λ−

x+1
x

(λ− 1) + λx

x
. (23)

Using (20)-(23) the following Proposition is then immediate.

Proposition 2. Consider the economy above and let K (t) and [q (ν, t)] be given. A higher entry intensity
x,

13Of course, ∆ is not a continuous variable but only takes integer values. Hence, the distribution functions in (20) and
(21) are not differentiable.

14In Bernard, Eaton, Jensen, and Kortum (2003), the shape parameter of the derived (unconditional) mark-up distribution
is simply the parameter of the underlying Fréchet distribution of physical productivity.
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Figure 1: Distribution of mark-ups and the entry intensity

1. reduces equilibrium mark-ups in a first order dominance sense, as Fξ (m;x) is increasing in x for all
m,

2. increases aggregate TFP and aggregate income, as M (x) is increasing in x15

3. increases equilibrium factor prices, as M (x) Λ (x) is increasing in x

4. reduces the wedge between factor prices and their marginal product, as Λ (x) is increasing in x.

Proposition 2 illustrates the importance of the allocation of innovative resources between entrants
and incumbents through the efficiency-enhancing role of entry: in this economy, both types of innovation
bring about the same productivity gain but entry reduces factor misallocation by limiting monopolistic
pricing. This formalizes the intuition that the static degree of misallocation is high in economies which
are characterized by an environment where the entry intensity x is low. The interaction between firm-level
distortions and entry incentives has also been discussed in Hsieh and Klenow (2011) and Fattal Jaef (2011)
albeit in a very different way. There, a given set of distortions affects equilibrium entry. Proposition 2
shows that the causality might be the other way around: in this economy equilibrium entry shapes the
dispersion of productivity differences through its pro-competitive effect.

15To see this, define s = x−1 so that M (s) = λ−(1+s) ((λ− 1) s+ λ). M (s) is decreasing in s if

∂ln
`
MBGP (s)

´
∂s

≡ h (λ, s) =
(λ− 1)

(λ− 1) s+ λ
− ln (λ) < 0.

But h (λ, s) < h (λ, 0) < h (1, 0) = 0.

14



From this discussion it is also easy to see how one could model the evolution of mark-ups through
learning or technology diffusion. Suppose for simplicity that potential frontier technologies were growing
at an exogenous rate and call z + θ the diffusion rate among current producers and z the diffusion rate
applying to non-producing firms. If production and the adoption of new techniques are complements,
we would expect that θ > 0. If, on the other hand, considerations of vintage capital are important, we
would expect θ < 0 as current producers have capital suited to the old technology in place. This model is
identical to the one above with I = z + θ, so that x = z

z+θ . Hence, an environment where new firms have
a comparative advantage in adopting frontier technologies (θ < 0)) will reduce and compress equilibrium
mark-ups and thereby increase static allocative efficiency.

The specific functional form of the stationary mark-up distribution contained in (21) relies of course
on the particular entry process. As entrants always enter with the minimal mark-up in the economy, it is
intuitive that a higher entry rate will reduce both the level of mark-ups and their dispersion. Here I want
to briefly discuss a different assumption concerning the entry process, which suggest that the results in
Proposition 2 are more general. Suppose, as before, that incumbent firms always climb one rung of the
ladder but that entrants’ innovations are larger in that they enter with a blueprint of quality q (ν, t)λb,
where b > 1. In that environment, the stationary distribution of mark-ups will be exactly the same as
before, but just with a higher minimum. In particular, Fξ will be given by (21), where now m takes
the values λb, λb+1, ... Hence, all the results derived above hold true in that environment. The key is of
course the stationary of the distribution. As incumbent firm will always weakly increase their mark-up,
the measure of firms charging mark-ups less than λb will strictly decrease over time. In the stationary
distribution, λb is again the minimum mark-up in the economy, which is charged by entering firms. Hence,
entry has a pro-competitive effect.16

Finally, it is worth noting that the economic channel of these efficiency benefits of entry is very different
from the ones stressed in e.g. Barseghyan and DiCecio (2009) or Buera, Kaboski, and Shin (2011). In
these papers, inefficient entry is also at the heart of aggregate TFP losses but the mechanism is distinct.
Barseghyan and DiCecio (2009) use a model a la Hopenhayn (1992) and show that higher entry costs lower
aggregate TFP because it reduces the productivity of the marginal entrant through a general equilibrium
effect on factor prices. Similarly, Buera, Kaboski, and Shin (2011) argue that credit market imperfections
distort the allocation of talent across sectors if sectors are characterized by different set-up costs. This
paper supplements these ideas by showing that lower entry intensities will have negative TFP consequences

16Alternatively, suppose that new blueprints come in heterogeneous qualities, i.e. with probability p (j) entering firms
generate a blueprint of quality q (ν, t)λj . I show in the Appendix that the stationary distribution of quality gaps ∆ (i.e. the
analogue of (18)) is given by

µ (∆) =

„
1

x+ 1

«∆
(

∆X
i=1

p (i)xi
 
i−1X
k=0

„
i− 1
k

«
x−k

!)
, (24)

where x is again the entry intensity. The analysis above is a special case of (24), where p (1) = 1 and p (j) = 0 for j > 1.
Now suppose that [pi]

∞
i=1 decays exponentially, i.e. p (i) = Tκi, where T ensures that

P
i p (i) = 1 and 1 > κ > 0. Hence, the

higher κ, the higher the chance that conditional on entry, the new blue print is a substantial improvement over the current
quality leader which therefore carries a large mark-up. In the Appendix, I show that for different values of κ, a higher entry
intensity still induces first-order stochastic dominance shifts in the distribution of mark-ups.
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conditional on the distribution of productivity and capital simply by affecting the stationary distribution
of mark-ups and with it allocational efficiency.

2.3 Equilibrium Innovation, Entry and Balanced Growth

The analysis above took innovation and entry rates as given. To microfound those as equilibrium outcomes
along the balanced growth path, consider the following innovation and entry technologies. Suppose that
if a quality leader with quality advantage ∆ wants to achieve an innovation flow rate of I, it has to hire
Γ(I,∆) units of labor. In particular, I assume that

Γ (I,∆) = λ−∆ 1
ϕ
Iγ , (25)

where ϕ parametrizes the productivity of the innovation technology and γ > 1 ensures that the cost
function for innovation is convex so that there is a unique solution. The term λ−∆ implies that innovations
are easier the bigger the productivity advantage ∆ and is similar in spirit to the assumption of knowledge
capital made in Klette and Kortum (2004) or the setup in Atkeson and Burstein (2010). In particular,
this assumption is necessary to make the model consistent with a balanced growth path and with Gibrat’s
Law, i.e. with the fact the firms’ growth rates are independent of size (Sutton, 1997; Luttmer, 2010).17

The innovation technology of entrants is assumed to be linear, i.e. each worker can generate a new
blueprint with flow rate η per unit of time. Conditional on success, this blueprint can be used in production
after hiring χ workers to make the blueprint marketable. I want to think of χ as being affected by policies,
i.e. firms have to spend resources to patent the innovations or to get the required licenses (Djankov,
La Porta, Lopez-De-Silvaes, and Shleifer, 2002). This is without loss of generality as we can interpret η as
containing all the technological requirements to make the blueprint marketable. I will come back to this
distinction in Section 3.3 below, when I discuss the identification of the model.

Given this innovation environment, I will now characterize the balanced growth path equilibrium of
this economy. The definition of an equilibrium is the usual one.

Definition 3. Consider the economy above. An equilibrium consists of interest rates and wages [r (t) , w (t)]t,
time paths for consumption and capital [C (t) ,K (t)]t, allocations of capital and employment across produc-
ers [k (ν, t|q,∆) , l (ν, t|q,∆)]ν,t, intermediary good prices [p (ν, t|q,∆)]ν,t, value functions [V (ν, t|q,∆)]ν,t,
entry and innovation rates [I (ν, t|q,∆) , z (ν, t|q,∆)]ν,t and aggregate productivity and distortion indices
[Q (t) ,M (t) ,Λ (t)]t such that

• prices [p (ν, t|q,∆)] and factor demands [k (ν, t|q,∆) , l (ν, t|q,∆)] are consistent with firms’ static
profit maximization

17Intuitively: per-period profits are given by
`
1− λ−∆

´
Y and hence concave in ∆. For innovation incentives to be constant,

the marginal costs of innovation have to be lower for more advanced firms. The leading term in (25)
`
λ−∆

´
is exactly the

right normalization to balance those effects. Note that firms only generate a high productivity gap when they have multiple
innovation in a row. Hence, (25) effectively posits that firms can build on their own innovations of the past.
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• aggregate consumption [C (t)] is consistent with consumers maximizing utility

• entry rates [z (ν, t|q,∆)] are consistent with free entry

• innovation rates [I (ν, t|q,∆)] are optimal given the value functions [V (ν, t|q,∆)]

• the value functions are equal to the expected present discounted value of profits

• the evolution of [Q (t) ,M (t) ,Λ (t)] is consistent with the entry and innovation rates

• prices [r (t) , w (t)] are consistent with market clearing, where r (t) = R (t)− δ

A balanced growth path equilibrium is an equilibrium where the aggregate growth rate is constant.

In the following, I will focus on equilibria with balanced growth. Along the balanced growth path, ag-
gregate productivity, income, capital and consumption [Q (t) , Y (t) ,K (t) , C (t)] grow at constant rates.
To characterize the BGP equilibrium, we have to solve for the equilibrium value of a firm, as it is this
value function that determines innovation and entry incentives. As per period profits π (ν, t) only depend
on the quality gap ∆, physical productivity q is not a state variable for the firm’s problem. Hence, let
V (∆, t) denote the value of a firm with a quality gap ∆ at time t. This also implies that entry rates are
only dependent on (∆, t) as neither the costs nor the benefits of entry depend on q. The value function
solves the Hamilton-Jacobi-Bellman (HJB) equation

r (t)V (∆, t)− V̇ (∆, t) = π (∆, t)− z (∆, t) (V (∆, t)− V (−1, t)) +

max
I

{
I (V (∆ + 1, t)− V (∆, t))− w (t)λ−∆ 1

ϕ
Iγ
}
, (26)

where z (∆, t) is the (endogenous) entry rate for a sector with quality gap ∆, which current incumbents
take as given. The intuition for (26) is the following: Given the interest rate r (t), the return on the
“asset” (r (t)V (∆, t)) consists of the per-period dividends π (∆, t) and the asset’s appreciation V̇ (∆, t).
Additionally, with flow rate z (∆, t) the current leader ceases to be in that position and instead is now
one quality step behind the new entrant. Hence, with flow rate z (∆, t) a value of V (∆, t) − V (−1, t) is
destroyed. Similarly, the possibility of investing in technological improvements represents an option value.
By spending w (t)λ−∆ 1

ϕI
γ , the firm generates a surplus of V (∆ + 1, t) − V (∆, t) with flow rate I. As

usual, the occurrence of both a successful incumbent innovation and entry is of second order. As lagging
firms neither produce nor innovate, V (−1, t) = 0.

In the Appendix I show that the unique solution to (26) is given by

V (∆, t) =
π (∆, t) + (γ − 1)w (t) Γ (I,∆)

ρ+ z
, (27)

where I is the optimal innovation rate, which is strictly positive and unique, z is the entry rate, which is
constant along the balanced growth path and ρ is the consumers’ discount rate. The solution for the value
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function contained in (27) is intuitive: it is the risk-adjusted net present value of current profits plus the
inframarginal rents of the concave innovation technology.

To solve for the equilibrium, note first that given the value function (27), the optimal innovation rate
is characterized by the first order condition

w (t)λ−∆ γ

ϕ
Iγ−1 = V (∆ + 1, t)− V (∆, t) , (28)

as V (∆ + 1, t)− V (∆, t) is the marginal return of an innovation. The free entry condition is given by

w (t) = η (V (1, t)− χw (t)) , (29)

as individuals can either chose to work, earning the wage rate w (t), or they can try to enter with an
improved technology. In the latter case, they are successful with a flow rate of η and earn a net value
(after paying the entry costs) of V (1, t) − χw (t) as they always enter with a productivity advantage of
∆ = 1.18 This is also the reason why equilibrium entry rates are constant across different varieties.

The labor market clearing condition in this economy is then simply given by

L ≡ 1 = LP + LI + LE + LP + Λ (x)
1
ϕ
Iγ + z

(
1 + ηχ

η

)
, (30)

where the size of the labor force is normalized to one, LP is the aggregate amount of production workers,
LI =

´
λ−∆ 1

ϕI
γdF∆ = Λ (x) 1

ϕI
γ is the aggregate amount of innovators, Λ (x) is the stationary factor

price distortion index derived in (22) and LE = z
(

1+ηχ
η

)
is the labor requirement to generate an entry

rate of z. To determine the equilibrium, note that (upon substituting (27)), (28) and (29) determine the
relative wage w(t)

Y (t) as function of the innovation and entry rates (z, I). Together with (14), which showed

that the marginal product of labor in the production sector was determined by Y (t)
w(t) = 1

1−α
1

Λ(x)LP , and
the labor market clearing condition (30), they fully characterize the equilibrium. In particular, as the two
distortion indices Λ (x) and M (x) only depend on the entry intensity x = z

I , it is useful to focus on (x, I)
directly. These are uniquely determined from the two conditions

ϕ
1 + ηχ

η
= γIγ−1 +

γ − 1
ρ+ xI

Iγ (31)

ϕ =
x
(

(1− α) γIγ−1 (ρ+ xI) λ
λ−1 + ((1− α) (γ − 1) + 1) Iγ

)
(λ− 1) + λx

+ ϕ

(
1 + ηχ

η

)
xI. (32)

As shown in the Appendix, (31) and (32) not only have a unique solution, but they also imply straight-
forward comparative static results. In particular, it can be shown that the entry intensity x is decreasing

18Note that for (29) to be the appropriate free entry condition, I assume that workers are able to insure the idiosyncratic
risk of entry. This could be decentralized by a “mutual fund” hiring a continuum of innovators. If there is free entry to open
mutual funds, each innovator will be paid the expected return η (V (1, t)− χw (t)).
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in the entry costs χ and increasing in the efficiency of the entry technology η. Conversely, the innovation
rate I is increasing in the efficiency of the innovation technology ϕ.

To characterize the remaining allocations, note that given the equilibrium innovation rate and entry
intensity (x, I), the growth rate of the aggregate productivity index Q (t) is simply

gQ =
Q̇ (t)
Q (t)

= ln (λ) (I + z) = ln (λ) (1 + x) I, (33)

and the two distortion indices M (x) and Λ (x) are constant. Given these equilibrium values, the rest
of the economy behaves exactly like the neoclassical growth model with exogenous productivity growth
- the only difference being that both factor prices and aggregate TFP are affected by M (x) and Λ (x),
which act like a tax from the agents’ point of view. In particular, in the framework of Chari, Kehoe, and
McGrattan (2007), Λ (x) is exactly the investment and labor wedge and M (x) the efficiency wedge. This
is seen from the budget constraint of the representative household19

C (t) + K̇ (t) = w (t)LP +R (t)K (t) + Π (t)− δK (t) ,

= Λ (x)MPL (t)LP + Λ (x)MPK (t)K (t) + Π (t)− δK (t) , (34)

where MPL (t) and MPK (t) are the marginal products of labor and capital (which agents take as
parametric), LP is the equilibrium number of production workers and Π (t) = (1− Λ (t))Y (t) are the
aggregate profits in the economy. Hence, (34) shows that from the consumers’ point of view, mark-ups are
just like a tax Λ (x) on their factor supplies which are rebated back via lump-sum transfers (through Π (t)).
Also, the equilibrium marginal products MPL (t) (MPK (t)) are lower than the first-best benchmark by
the efficiency wedge M (t) (see (13) and (14)).

Along the balanced growth path, consumption C (t) grows at the constant economy-wide growth rate
gY , so that normalized consumption c̃ ≡ C(t)

Q(t)
1

1−α
and capital k̃ ≡ K(t)

Q(t)
1

1−α
are constant along the BGP.

In particular, using the consumer’s Euler equation and the equilibrium return to capital R (t) (see (13)),
normalized consumption and capital along the BGP are simply

k̃ =
(
αΛ (x)M (x)
ρ+ gY + δ

) 1
1−α

LP (x, I) =

(
αλ−

x+1
x

ρ+ gY + δ

) 1
1−α

LP (x, I) (35)

c̃ = M (x) k̃αLP (x, I)1−α − (δ + gY ) k̃. (36)

As clearly seen from (35), holding the growth rate fixed, a higher entry intensity x increases the BGP level
of capital per production worker as the equilibrium interest rate R will be higher. This is entirely due
to the pro-competitive effect of entry: by reducing mark-ups, the demand of capital will be high, which
induces capital accumulation. (36) then shows that entry affects consumption even conditional on the level
of capital k̃. As M (x) is increasing in the entry-intensity, allocative efficiency will increase. Hence, the

19I show in the Appendix, why (34) is the appropriate budget constraint.
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composition of productivity growth between entrants and current firms affects economic welfare through
four margins: it affects the growth rate gQ, it governs the dynamic incentives to accumulate capital via
Λ (x)M (x), it determines static allocative efficiency through M (x) and it controls the allocation of labor.

Proposition 4. Consider the economy described above. There exists a unique balanced growth path equi-
librium. The equilibrium growth rate is given by gY = 1

1−αgQ, where gQ is given in (33) and (x, I) are
uniquely determined from (31) and (32). The steady-state levels of normalized capital k̃ and consumption
c̃ are given in (35) and (36).

2.4 Static Misallocation and Dynamic Incentives and Aggregate Productivity Dif-
ferences

According to this paper, the static degree of misallocation and the aggregate productivity growth rate
are equilibrium outcomes that are jointly determined. To see this most clearly, note that (using (21) and
(33)) we can express the equilibrium distribution of mark-ups (and hence the distribution of measured
productivity) as a function of the equilibrium growth rate gQ and the innovation rate I:

Fξ (m; gQ, I) = 1−
(

1
m

) ln(gQ/I)
ln(λ)

−1

. (37)

That the cross-sectional dispersion of marginal products20 and the equilibrium growth rate are related
via (37), is particularly important when we try to explain the cross-country variation in aggregate TFP
through the cross-firm dispersion of productivity within countries. In particular, once this interdependence
is taken into account, the source of variation for the observed productivity dispersion in the cross-country
data is crucial. Consider for example the case of entry costs χ. In Figure 2 below, I consider the simple
comparative static exercise of a reduction of the entry costs. In particular, I calculate the equilibrium
outcomes (z, I) for different values of the entry costs and plot the resulting equilibrium growth rate gQ,
the TFP distortion index M and the dispersion of productivity (as measured by the standard deviation
of ln (TFPR)) relative to the economy with the highest costs. As expected, the equilibrium growth rate
and allocative efficiency increase and the dispersion of measured productivity declines, when barriers to
entry are lowered.

Now suppose the world in 1900 consisted of a collection of identical economies, which only differed
in their entry costs χ. In what sense would productivity differences across firms be informative about
the cross-country variation in aggregate TFP? When studying the cross-section of countries in 2011, we
would conclude that rich countries show less productivity dispersion than poor countries. In fact, a cross-
sectional regression of aggregate TFP on the dispersion of productivity would have an R2 of one and
hence would “explain” the entire cross-country variation in TFP. But if we were to reduce misallocation
by equalizing marginal products, we would be disappointed: the implied TFP gains from reallocating

20Recall that TFPR, which is equal to the log mark-up, is a geometric average of firms’ marginal products.
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Figure 2: Static Misallocation and Dynamic Incentives: Comparative Statics of Entry Costs (χ)

resources are small. In fact, at the parameter values used for Figure 2 (which stem from the structural
estimation conducted in Section 3.3 below), the static gains are below 1%. More important than the
actual number however is the conceptual point that the standard thought experiment of decomposing
aggregate TFP into “technology” (Q (t)) and “allocative efficiency” (M (t)) gets blurred once productivity
growth and misallocation are jointly determined. In particular, it is tempting to think of cross-sectional
productivity differences as being informative only about the “allocative efficiency”-component, precisely
because revenue productivity at the firm-level does not depend on technology (or physical productivity)
if marginal products were equalized. This economy is an example, where this conclusion is not warranted.
Cross-sectional productivity differences are very informative about the “technology” part of aggregate TFP
(see (37)), because both of them are equilibrium objects, which are determined simultaneously from firms’
dynamic incentives.21

21In fact, there is another example of this economy, which makes this blurred distinction even more precise. Consider a
slight variant of the model (the details can be found in the Appendix), where all firms start by using the same technology
q > qL and qL is an outside technology, which is available to all agents in the economy. Furthermore, suppose that innovation
also requires a fixed costs. If both the fixed cost of innovation and the barriers to entry are high enough, there is a unique
equilibrium, where this economy is at a steady state and there is no productivity growth. From a static point of view,
this economy is first-best efficient, because all marginal products are equalized and there is no cross-sectional productivity
dispersion. A reduction in the costs of innovation would cause cross-sectional productivity differences to emerge and allocative
efficiency to decline. However, it would also trigger productivity growth and increase both aggregate TFP and welfare. In
that world, cross-sectional productivity differences are positively correlated with the efficiency of the innovation environment
and will be positively correlated with aggregate TFP in the cross-section of countries.
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3 Empirical Analysis

In this section I will take the model to the data to test its main implications. The empirical analysis
has two main parts. In the reduced form analysis in Section 3.2, I use the fact that firms’ revenue
productivity is proportional to the mark-up (see (10)). Hence, as in Hsieh and Klenow (2009), I measure
firm-specific wedges but then interpret the properties of these wedges through the lens of the theory. In
particular, I will first present both cross-sectional and life-cycle evidence that the empirical patterns of
measured productivity are consistent with this theory but harder to reconcile with theories where firms
are constrained in their input choices. Then, I test the main qualitative prediction and show that a higher
degree of entry is negatively correlated with the level and the dispersion of mark-ups in a given product
market (which I proxy as a geographic region). In Section 3.3 I estimate the model’s structural parameters
by Generalized Methods of Moments (GMM). Specifically, I will estimate region-specific entry costs (χr)
and region-specific innovation productivities (ϕr), so that the model generates regional variation in the
entry intensity (xr) as an equilibrium outcome. As the entry intensity is a sufficient statistic for the entire
distribution of mark-ups in the economy, I can then revisit the firm-level data and ask how much of the
cross-sectional productivity dispersion the model is able to explain. Furthermore, I will also conduct a
policy experiment, where I reduce the costs of entry, and I will decompose the welfare consequences into
their static and dynamic components. While static welfare gains are fully described by the change in the
TFP distortion indexM , the dynamic gains stem from a change in the growth rate, a reallocation of labor
across occupations and an increased capital accumulation. These two empirical approaches are not only
complementary from an econometric point of view, but they also correspond to two different conceptual
exercises. In the reduced form analysis I focus directly on the observed distribution of productivity and
use it to infer mark-ups. For the structural estimation I will only employ moments about the dynamic
properties of the economy (e.g. the rate of entry and the rate of productivity growth of incumbent firms)
but do not use the information contained in the cross-sectional productivity distribution in the set of
moments.

For the main part of the empirical analysis I want to think about different regions in Indonesia as
representing different replicas of the economy characterized above. The only source of regional variation
are the entry costs and the innovation technology. In such a world, the theory implies a concise mapping
from regional entry rates to the distribution of productivity of firms active in that particular region.
However, Indonesia’s different regions are not autarkic closed economies, but there is inter-regional trade.
If product markets of Indonesia were fully integrated and each region was producing each of the different
varieties, it would be the economy-wide (and not the regional) entry rate that would determine the degree
of product market competition In Section 3.4 below, I will therefore consider an environment with trade,
which is closer to the spirit of this paper. In particular, I embed my model in a demand structure
as in Armington (1969), so that each region produces a particular subset of the product space but all
intermediary products are traded. I show that the resulting equilibrium has a very similar structure to
the one of the closed economy, so that the reduced form implications remain valid and the structural
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parameters will be identified from the same moment conditions. However, the extension with trade also
implies an important interdependence between regions. While regional physical productivities (Q (t)) will
grow at different rates, the terms of trade between regions will adjust in a way such that all regions will
end up growing at the same rate.

3.1 The Data

I will estimate the model using Indonesian plant-level data. The empirical analysis is based on two data
sources, which are described in more detail in the Appendix. My main data set is the Manufacturing
Survey of Large and Medium-Sized Firms (Statistik Industri), which for example has also been used in
Amiti and Konings (2007) and Blalock, Gertler, and Levine (2008). The Statistik Industri is an annual
census of all manufacturing firms in Indonesia with 20 or more employees, and I will use data from 1991
to 2000.22 The final sample has about 70.000 firms.23 Most importantly, the data contains information
on the geographic region, the respective firm is located in. This allows me to calculate regional entry
rates. To do so, I identify a firm as an entrant when it appears first in the data. The regional information
is recorded at the level of a regency (kabupaten). There are roughly 240 regencies in Indonesia. As the
manufacturing sector in Indonesia is fairly concentrated, many regencies contain too few establishments
for a meaningful analysis. I therefore aggregate the data at the level of the 33 provinces.

To be able to control for regional characteristics, I augment this data with information from the Village
Potential Statistics (PODES) dataset in 1996. The PODES dataset contains detailed information on all of
Indonesia’s 65.000 villages. Using the village level data, I then aggregate this information to the province
level and match these to the firm-level data. In particular, I exploit information about the financial
environment, the state of the infrastructure, the sectoral composition and the density of small, informal
firms, which are not in the Statistik Industri data but could of course still exert competitive pressure on
the official manufacturing sector. Controlling for these factors should at least alleviate the most pressing
concerns about omitted variables, but in the absence of a convincing instrument for the regional entry
intensity I will not be able to rule out endogeneity bias entirely for the reduced form analysis.

3.2 Reduced Form Analysis

In the reduced form analysis I will focus on two aspects. First of all I, will present evidence that the
empirical pattern of measured productivity is consistent the theory developed here. Then I will test the
model’s prediction that a higher degree of entry should reduce the level and the dispersion of mark-ups.

22As Indonesia experienced a substantial financial crisis in the late 90s, I exclude the data from 1998 (the main year of the
crisis) from the main analysis, but I also report the results including this crisis year. The results are qualitatively similar.

23To be absolutely precise, the data is collected at the plant level. As more than 90% of the plants report to be single
branch entities, I will for the following refer to each plant as a firm. In the context of the model, this distinction is important
in that different plants within the same firm are unlikely to compete against each other on product markets.
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3.2.1 Productivity and Mark-Ups

According to the theory, firm-specific mark-ups are identified (up to scale) from measured revenue pro-
ductivity as (see (10))

ln (TFPRi) = const + ln (ξi) = const + ln (λ) ∆i. (38)

To evaluate if measured productivity is consistent with (38), it is useful to compare the implications with
a theory where firms are constrained in their input choices. For the sake of concreteness, I want to focus
here on the case of credit-market frictions.24 Suppose the data was generated by the following economy
(which is essentially the setup of Hsieh and Klenow (2009) augmented by collateral constraints). There is
a measure one of firms, each of them being the sole provider of a differentiated variety ν. The final good is

the usual CES aggregate Y (t) =
(´ 1

0 y (ν)
σ−1
σ dν

) σ
σ−1 and each firm produces according to the production

function f (q, k, l) = ql1−αkα. Capital and labor are traded on a spot market with prices (w,R) and firms
face collateral constraints of the form

wl +Rk ≤ θA, (39)

where θ > 1 parametrizes the efficiency of the capital market and A denotes firms’ wealth. Intuitively:
firms can only borrow a multiple θ − 1 of their assets to hire factors of production. In this theory, the
two state variables of the firm’s problem are given by (q, A), which I assume to be distributed according
to some joint distribution GQA. This model has an easy solution, the details of which are provided in the
Appendix. In particular, the collateral constraint (39) is binding if and only if

A

qσ−1
≡ Ã < A (w,R, Y, θ) , (40)

where A (w,R, Y, θ) depends only on parameters and equilibrium quantities, which are common across
firms.25 Hence, firms are constrained if their wealth relative to their productivity q falls below some
threshold. Being credit constrained has implications for measured productivity precisely because con-
strained firms have higher marginal products than their unconstrained counterparts. It is easy to show
that ln (TFPR) is given by

ln (TFPRi) = const +
1
σ

1
[
Ãi < A (w,R, Y, θ)

](
ln

(
A (w,R, Y, θ)

Ãi

))
, (41)

where 1 [.] is an indicator variable. This shows that (a) constrained firms’ revenue productivity is high, (b)
the cross-sectional variation is generated by the variation of the single statistic Ã, which measures firms’

24It should be clear below, that I could have chosen another theory, where firms’ input choices are constrained. However,
theories of credit constraints put enough structure on the patterns we expect to see in the data, that a comparison between the
theories is interesting. For example, it is impossible to distinguish this theory to the setup of Hsieh and Klenow (2009), when
the distribution of firm-level taxes (τY , τK) is unrestricted. In particular, this theory is a special case of their environment
with τ iK = 0 for all i and τ iY = 1− ξ−1

i , where ξi is firm i′s mark-up.
25As shown in the Appendix, A (w,R, Y, θ) = 1

θ

`
σ−1
σ

´σ
Y σ
“

1
ψ(w,R)

”σ−1

.
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Dep. Variable: ln(TFPR)
Entry -0.0381∗∗ -0.0361∗∗ -0.0338∗∗ -0.0350∗∗

(0.00873) (0.00876) (0.00818) (0.00792)

ln( kwl ) -0.162∗∗

(0.00261)
Year FE No Yes Yes Yes
Sector FE No Yes Yes Yes
Region FE No No Yes Yes
N 58476 58476 58476 58476
R2 0.000 0.022 0.191 0.248

Notes: Robust standard errors are shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and 10% level respectively. “TFPR“
is defined by TFPR = py

kα(wl)1−α
, where α is the sector-specific capital share from the US. ”Entry” is an indicator variable if the firm

entered in the respective year. ln
“
k
wl

”
is the log of the ratio of firms’ capital stock over their wagebill.

Table 1: Entry and ln (TFPR)

wealth relative to their productivity and (c) it is the low-Ã firms that are more likely to be constrained
and that have high productivity conditional on being constrained.

To assess if heterogeneous mark-ups are a potential determinant of the firm-level variation of revenue
productivity, consider first Table 1, where I compare the productivity of entrants’ relative to their incum-
bent counterparts, by regressing ln (TFPR) on a dummy variable if the firm entered in the respective year.
Consistent with this paper, entrants’ productivity is 3.5% lower than the one of incumbent firms.26 To
square this finding with theories of credit-constraints (or any theory which generates productivity disper-
sion from constraints on inputs), one would have to argue that entering firms are relatively unconstrained.
However, many theories with imperfect capital markets imply that young firms tend to be the constrained
agents, that accumulate funds during their life-cycle (see for example Clementi and Hopenhayn (2006)).

It is precisely this life-cycle pattern where the implications of the different theories differ the most.
According to this paper, I would expect a cohort of entering firms to increase their revenue productivity as
they gradually increase their mark-up over their competitors. Simple models of credit constraints however
predict the opposite. If firms are constrained when entering the market, they have incentives to accumulate
funds over time so that their relative wealth Ã will increase. This will reduce their revenue productivity
along the life-cycle.27 Using the panel dimension of the firm-level data I can study this dynamic pattern.
In Figure 3, I depict the average (log of) revenue productivity for different cohorts entering the product
market in different years. More precisely, the figure shows the evolution of log TFPR after taking out a
full set of year, sector and region fixed effects. Figure 3 shows an upward trend in revenue productivity

26A similar result is also found in Foster, Haltiwanger, and Syverson (2008) who observe plant-specific prices and show
that young firms do charge lower prices.

27Again, I want to stress that if firms’ productivity has a strong trend during the life-cycle (e.g. through learning by
doing), it is of course possible for Ã = A

qσ−1 to increase in the early stages of the life-cycle. However, there is a strong reason
for Ã to endogenously decline if credit market frictions are important, while mark-ups endogenously increase.

25



−
.1

−
.0

5
0

.0
5

.1

1990 1992 1994 1996 1998
Year

Evolution of lnTFPR of entering cohorts

Notes: The figure shows the evolution of the average of ln (TFPR) for a cohort of firms entering at the respective year after taking out a
whole set of year, industry (4 digit) and province fixed effects. “TFPR“ is defined by TFPR = py

kα(wl)1−α
, where α is the sector-specific

capital share from the US.

Figure 3: Evolution of ln (TFPR) of entering cohorts

along the life cycle. The same pattern is also reported in Hsieh and Klenow (2011), who note that for firms
in India “marginal products of capital and labor (as summarized by TFPR) are also growing with age”
(Hsieh and Klenow, 2011, p. 12). According to the theory of this paper, this upward trend is generated
by firms increasing their mark-up through productivity improvements. For Figure 3 to be consistent with
a model of credit market frictions, entering firms have to become poorer relative to their productivity as
they age.

Finally, the Indonesia data allows me to directly look at the importance of credit constraints as it
contains information on the source of funding for annual investment expenses. In particular, I observe
if firms use FDI, if they attracted foreign loans or if they managed to acquire funds on the national
capital market. I want to interpret each of these variables as identifying firms which are relatively less
constrained.28 Columns one to three of Table 2 contain the results for either of these measures. There is
a very strong positive correlation, which is not what we would expect as unconstrained firms should have
low productivity. In column four, I use the cross-section of 1996, where my dataset contains additional
information from the economic census, which was added to the usual manufacturing census. Firms were
asked if the lack of capital was a constraint in their expansion plans. However, column four shows that
constrained firms actually have lower revenue productivity, which is exactly the opposite of what we expect
to find if the variation in revenue productivity was generated from a simple model with credit constraints.

These results are of course not sufficient to reject one of the theories in favor of the other one and this
28It might be argued that if a firm raises money on the market, the firm is likely to be constrained - if it had enough wealth

to finance everything out of their own funds, it would definitely not be constrained. However, in the context of a developing
economy like Indonesia, either of these measures is probably more informative about the availability of funds. Furthermore,
they are strongly correlated with firm-size and they apply only to few firms (on the order of magnitude of 1%). See also
Blalock, Gertler, and Levine (2008).
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Dep. Variable: ln(TFPR)
FDI 0.245∗∗

(0.0280)

Foreign loan 0.186∗∗

(0.0251)

Capital market 0.135∗∗

(0.0442)

Capital constrained -0.0509∗∗

(0.0176)

ln( kwl ) -0.163∗∗ -0.163∗∗ -0.163∗∗ -0.168∗∗

(0.00261) (0.00261) (0.00261) (0.00635)
Year FE Yes Yes Yes Yes
Sector FE Yes Yes Yes Yes
Region FE Yes Yes Yes Yes
N 58476 58476 58476 8451
R2 0.249 0.248 0.248 0.259

Notes: Robust standard errors are shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and 10% level respectively. “TFPR“
is defined by TFPR = py

kα(wl)1−α
, where α is the sector-specific capital share from the US. ”FDI”, “Foreign loan” and “Capital market”

are indicator variables if the firm’s investment is (partly) financed through FDI, foreign loans or funds from the national capital market.
“Capital constrained” is an indicator variable if the firm reported to be capital constrained in the economic census in 1996. ln

“
k
wl

”
is

the log of the ratio of firms’ capital stock over their wagebill.

Table 2: ln (TFPR) and credit constraints
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is also not the goal of this exercise.29 What the results do show however, is that the general patterns we
see in the data are at least consistent with a mechanism, that firms with high productivity might not be
firms that are “unlucky” by being credit constraint or subject to stifling regulation, but that firms have
high revenue productivity precisely because they were lucky enough to increase their physical productivity
faster than their competitors and are rewarded for doing so with the opportunity to post a high mark-up.

3.2.2 Mark-Ups and Entry

The main qualitative prediction of the theory is that product markets, where entry is intense, should be
characterized by low and compressed mark-ups. To study this regional correlation, it is useful to measure
mark-ups from firm-specific labor-shares, as (8) implies that30

wl

py

1
1− α

≡ τi =
1
ξi

= λ−∆i , (42)

where τi is observable in the micro- data up to scale.31 The theory implies that the distribution of mark-ups
is Pareto with shape ln(1+x)

ln(λ) , so that

ln (1− Fξ (m,x)) = − ln (1 + x)
ln (λ)

ln (m) . (43)

In Figure 4 below, I plot ln (1− Fξ (m,x)) against ln (m) and I distinguish regions according to their entry
intensity. Figure 4 shows that these distributions are different. In particular, low entry regions display a
thicker tail of firms charging a large mark-up. This implication is very much in line with the theory and at
the heart of the mechanism of this paper: The distribution of measured productivity is more compressed
in high entry environments, as new entrants keep the environment competitive by keeping prices in line
with productivity improvements. Comparing Figure 4 with (43) also shows where the theory is not borne
out. The theory implies that both schedules are linear and that the relationship in the entry-intense region
should have a steeper slope. While it is the case that the schedule is steeper,32 the relationship is not
linear but shows some curvature.

The relationship between the regional entry rate and the distribution of mark-ups depicted in Figure
4 can of course by purely driven by omitted variables that affect both the entry rate and the measured
wedges in the cross-section of firms. To control for at least some of those influences, I will now test the
theory in a regression framework. In particular, I will focus on various moments of the distribution of log

29Moll (2010) for example presents a model of credit constraints where TFPR is fully determined by firm-productivity. If
entering firms have faster productivity growth than incumbents, we would exactly see the pattern depicted in Figure 3.

30The reason I employ (42) instead of ln (TFPR) is that the latter depends on the equilibrium interest rate (see (10)),
which are dependent on the regional entry intensity if we think there is a regional capital market. The wagebill in contrast is
directly observable in the micro data. Hence, using (42) is theoretically more appealing. In practice, ρ (∆) and ln (TFPR)
are highly correlated so that it does not matter much, which measure I take.

31As in Hsieh and Klenow (2009) I take α as the sector-specific capital-share from the US.
32When I estimate the coefficient on ln (m) in a simple bivariate regression, the coefficients (standard error) in the high

entry region is -1.1494 (0.0018) and -1.051 (0.0036) in the low entry region.
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Figure 4: Distribution of mark-ups in high- and low-entry regions.

mark-ups. Using the distribution function for log mark-ups (20), it follows that

E [ln (ξ) ;x] =
1 + x

x
, (44)

sd [ln (ξ) ;x] = ln (λ)
(1 + x)1/2

x
(45)

qτ (ln (ξ) ;x) = − ln (λ)
ln (1 + x)

ln (1− τ) , (46)

where E [ln (ξ) ;x] and sd [ln (ξ) ;x] denote the mean and standard deviation of log mark-ups given an
entry intensity x and qτ (ln (ξ) ;x) is the τth quantile of the log mark-up distribution. (44) - (46) contain
two predictions of the theory. First of all, I expect to find a positive correlation between the average
(log) mark-up and the standard deviation of (log) mark-ups. Secondly, the theory implies which regional
characteristic is driving this correlation: the entry intensity.

The first prediction is contained in Figure 5, where I depict the simple correlation between the average
mark-up and their dispersion. There is a strong positive correlation as the theory predicts.33 Turning to

33Note that in Figure 5 I take each region-year cell as an observation. The model, which is cast as an economy along
its BGP, does not have anything to say about the time-variation in these measures as both are predicted to be constant.
However, the variation depicted is driven by the regional variation - when I aggregate everything on the regional level (thereby
averaging out the time-variation) there is still a strong positive correlation.
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Figure 5: Correlation of the average mark-up and mark-up dispersion across regions

the second prediction, it is apparent from (44)-(46) that all these moments are decreasing in the entry
intensity x. To test this prediction, I consider regressions of the form

Jr,t = Dt + φEntryr,t + IS′r,tη + T ′rβ + ur,t, (47)

where Jr,t is one of these moments, Dt is a set of year fixed effects, Entryr,t is the entry rate in region r at
time t, ISr,t controls for the industry composition in region r and Tr is a set of regional controls drawn from
the regional PODES files described above.34 The theory predicts that φ < 0. The results are contained in
Table 3. Columns one and two take the average log markup as the dependent variable and show that there
is a negative correlation with the regional entry rate. While column one presents the simple correlation,
column two shows that this correlation is neither driven by a comovement of entry and mark-ups over
time nor by regional heterogeneity in their sectoral composition. In column three I include the regional
control variables from the PODES files to control for some aspects of regional heterogeneity. Including
these leaves the coefficient on the entry rate basically unchanged. While the size of the respective region
(when measured by its population) is negatively correlated with the average mark-up, the agricultural
employment share and the number of bank branches per village are positive correlated with the average
mark-up. Neither the share of villages accessible by asphalted roads (as a measure of infrastructure),
nor the number of informal firm seems to have a significant impact. Columns four to eight use different
quantiles of the mark-up distribution as the dependent variable. For brevity I report only the specification
with the entire set of controls. Again there is a strong positive relation between each of the quantiles
and the entry rate, so that more intense entry indeed seems to induce first-order stochastic shifts on the

34Note that those regional controls do not vary across time because I only have a single cross-section of the PODES files.
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underlying distribution of mark-ups. Note also that the effect becomes weaker, when I consider smaller
quantiles. This is expected from Figure 4, which showed that high and low entry regions differ mostly
in the upper tail of the productivity distribution. Finally, in columns nine and ten I use two different
measures of dispersion, namely the standard deviation and the interquartile range of log mark-ups. While
the point estimate is negative, it is not significant. Hence, the strong positive correlation between the level
and the dispersion of mark-ups depicted in Figure 5 is unlikely to stem from the entry intensity as the
single regional determinant. However, the structural estimation below will allow me to revisit this result,
as I will show that (at the estimated parameters), the implied variation in the dispersion of mark-ups is
indeed small.

The model implies that it is only two moments of the underlying distribution of mark-ups, which affect
the aggregate outcomes of the economy. In particular, the two moments

Λ = E
[
ξ−1
]

= E
[
λ−∆

]
and Ψ = exp (−E [ln (ξ)]) = λ−E[∆] (48)

fully determine the impact of mark-ups on the aggregate economy as the two distortion indices Λ =
E
[
λ−∆

]
and M = λ−E[∆]

E[λ−∆]
= Ψ

Λ are the two sufficient statistics determining welfare.35 According to
Proposition 2, there is a monotone relation between Λ and Ψ and the entry intensity. To test this
prediction, I follow the same approach as in (47) and run regressions of the form

Λr,t = Dt + φEntryr,t + IS′r,tη + T ′rβ + ur,t,

where Λr,t is the sample counterparts of (48), and analogously for Ψr,t. The model implies that φ > 0.
The results are reported in Tables 4 and 5. Consider first the case of Λ, contained in Table 4. In the

first column I report the simple correlation between the entry rate and Λr,t. The coefficient is positive
and significant. That this relation is not purely driven by aggregate shocks over time is shown in column
two, where I include a full set of year fixed effect. The coefficient hardly changes. Column three controls
for the industrial share to account for the fact that some sectors might both be more prone to entry and
have lower mark-ups. Like in Table 3 above, I then include the same set of regional controls to at least
partially control for some regional characteristics. This does not change the partial correlation with the
entry rate, which is not surprising given that none of these regional controls shows a significant correlation
with the misallocation measure Λ. In column five, I use the panel structure of the data, which allows me
to control for time-invariant regional characteristics by including regional fixed effects. Again this does
not affect the coefficient substantially. Columns six and seven contain two additional specifications. In
column six, I consider the logarithm of Λ as the dependent variable. The point estimate implies that an
increase of the entry rate by one standard deviation (which is equal to 0.1), increases the factor price
distortion index by 3%. While this seems very small, note that this coefficient does not have a structural
interpretation, because according to the theory it is the entry intensity x = z

I , which determines the
35Note that Λ is directly identified from the data using (42). Similarly, Ψ can also be directly calculated, as ln (τ (∆)) =
−∆ln (λ) = −ln (ξ (∆)). Hence, Λ and Ψ are identified from the data regardless of the value of λ.
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Dep. Variable: Λ = E[λ−∆] ln(Λ) ΛRes

Entry rate z 0.111∗∗ 0.129∗∗ 0.112∗∗ 0.106∗∗ 0.0809∗∗ 0.389∗∗ 0.0700∗∗
(0.0260) (0.0385) (0.0345) (0.0300) (0.0201) (0.112) (0.0295)

ln(population) 0.00664 0.0296 -0.00121
(0.00529) (0.0200) (0.00550)

share of asphalted 0.0636 0.239 0.00546
streets (0.0821) (0.334) (0.0644)

no of bank branches -0.0164 -0.0527 -0.00839
(0.0165) (0.0605) (0.0164)

ln(small firms) -0.0172 -0.0647 -0.0195∗
(0.0101) (0.0376) (0.0101)

agricultural -0.00756 -0.0164 -0.0137
share (0.0677) (0.252) (0.0696)
Year FE No Yes Yes Yes Yes Yes Yes
Industrial Composition No No Yes Yes Yes Yes Yes
Region FE No No No No Yes No No
N 168 168 168 168 168 168 168
R2 0.053 0.094 0.537 0.595 0.811 0.560 0.516

Notes: Standard errors are clustered on the regional level and shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and 10%

level respectively. The dependent variable is the factor price distortion index Λr,t = 1
Nr,t

PNr,t
i=1 τ ir,t,, where τ

i
r,t =

wr,tl
i
r,t

(py)ir,t(1−α)
, Nr,t

denotes the number of firms in region r at time t and α is the sector specific capital share from the US. The entry rate zr,t is the share
of firms who enter the manufacturing sector in region r at time t. “ln(population)” is the log of the total population in the region in
1996. “share of asphalted streets” is the share of villages in the region, which are accessible by asphalt streets in 1996. “no of bank
branches” is the average number of banks per village in the region as of 1996. “ln(small firms)” is the log of the average number of
informal firms per village in the region in 1996. “agricultural share” is the average share of the village population whose main income
source is agricultural. The industrial composition is controlled for by including the region-year specific value added shares of 2-digit
industries in the regression. ΛRes = 1

Nr,t

PNr,t
i=1 τ̃ ir,t,, where τ̃ is the residual of a regression of τ on a full set of year and sector fixed

effects and the firm-specific capital-labor ratio.

Table 4: Entry and the degree of misallocation: Λ

33



Dep. Variable: Ψ = λ−E[∆] ln(Ψ) ΨRes

Entry rate z 0.0831∗∗ 0.0816∗∗ 0.0621∗ 0.0742∗∗ 0.0413∗∗ 0.354∗∗ 0.183
(0.0232) (0.0341) (0.0305) (0.0300) (0.0159) (0.142) (0.109)

ln(population) 0.0112∗∗ 0.0617∗∗ 0.0200
(0.00443) (0.0233) (0.0212)

share of asphalted 0.0867 0.412 0.166
streets (0.0672) (0.371) (0.265)

no of bank branches -0.0292∗∗ -0.140∗ -0.0986
(0.0134) (0.0704) (0.0587)

ln(small firms) -0.00971 -0.0486 -0.0516
(0.00793) (0.0407) (0.0362)

agricultural -0.0983∗ -0.496∗ -0.485∗
share (0.0553) (0.287) (0.245)
Year FE No Yes Yes Yes Yes Yes Yes
Industrial Composition No No Yes Yes Yes Yes Yes
Region FE No No No No Yes No No
N 168 168 168 168 168 168 168
R2 0.038 0.104 0.650 0.711 0.868 0.667 0.630

Notes: Standard errors are clustered on the regional level and shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and 10%

level respectively. The dependent variable is Ψr,t = exp
“

1
Nr,t

PNr,t
i=1 ln

“
τ ir,t,

””
, where τ ir,t =

wr,tl
i
r,t

(py)ir,t(1−α)
, Nr,t denotes the number of

firms in region r at time t and α is the sector specific capital share from the US. The entry rate zr,t is the share of firms who enter the
manufacturing sector in region r at time t. “ln(population)” is the log of the total population in the region in 1996. “share of asphalted
streets” is the share of villages in the region, which are accessible by asphalt streets in 1996. “no of bank branches” is the average
number of banks per village in the region as of 1996. “ln(small firms)” is the log of the average number of informal firms per village in
the region in 1996. “agricultural share” is the average share of the village population whose main income source is agricultural. The
industrial composition is controlled for by including the region-year specific value added shares of 2-digit industries in the regression.
ΨRes = exp

“
1

Nr,t

PNr,t
i=1 ln

“
τ̃ ir,t,

””
, where τ̃ is the residual of a regression of τ on a full set of year and sector fixed effects and the

firm-specific capital-labor ratio.

Table 5: Entry and the degree of misallocation: Ψ

degree of misallocation. I will come back to the quantitative implications of the theory in section 3.3,
when I estimate the structural parameters of the model. Finally, column seven uses a “residual” measure
of misallocation. More specifically, instead of constructing Λ directly from the firm-specific labor shares
observed in the data, I use the residual labor shares τRes = τ − τ̂ , where τ̂ are the predicted values from
a regression of τ on a full set of sector fixed effects and the firm-specific capital-labor ratio.36 Hence,
ΛRes = E

[
τRes

]
is the factor price distortion index after technological heterogeneity at the firm-level is

at least crudely controlled for. While the point estimate slightly lower, it is still positive and significant.
The analogous results for Ψr,t are contained in Table 5. Columns one to four again show a robust

positive correlation with the regional entry rate. Contrary to the case of Λ, the regional controls now have
some explanatory power but do not change the partial correlation with the entry rate. As Ψ is a non-linear

36According to the theory, k
l

= α
1−α

w
R

so that the (log of the) capital-labor ratio should be thought of as a control for α.
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transformation of log mark-ups, the pattern is similar to the one contained in Table 3, i.e. the population
size is negatively correlated with mark-ups and both the financial density and the agricultural share is
positively correlated with mark-ups. Column five includes a full set or regional fixed effects and columns
six and seven again consider the log of Ψ and the residual measure of Ψ as a dependent variable.37 The
correlation is positive and significant (in column seven, the associated p-Value is just above 0.1).

While the empirical results reported above are consistent with the model, I briefly want to consider
two alternative explanations. Consider first the case of capital market imperfections, in particular the
simple formalization provided above. If the data was generated by that model, I would identify credit
constrained firms as charging a high mark-up. Now suppose that the efficiency of the financial system
(as parametrized by the collateral multiplier θ) varies across regions so that financially underdeveloped
regions will see more financially constrained firms. If the regional entry rate is correlated with the regional
financial development, I would conclude that entry reduces monopoly power albeit it is just the case that
high entry regions are such that less firms are constrained (or firms are less constrained). As above, I will
again consider firms as being relatively unconstrained whenever they are financed through FDI or raise
funds on the national capital market of via foreign loans.38 Given these measures, I investigate whether
the share of unconstrained firms is indeed positively correlated with the regional entry rate, and if the
entry rate has an independent effect on the degree of misallocation above and beyond regional differences
in the share of unconstrained firms. The results are shown in Table 6. Columns one to three show that
these measures are positively correlated with the regional entry rate, but insignificantly so. Hence, it is
not surprising that columns four and five show that the entry rate is still a significant predictor of the two
misallocation measures Λ and Ψ once these measures are controlled for.

The second alternative explanation I want to consider are preferential policies. In particular, the
modelling device of “firm-specific taxes” used in Restuccia and Rogerson (2008) or Hsieh and Klenow
(2009) is sometimes interpreted as a stand-in for actual policies like regulation, taxes or bureaucratic red
tape affecting firms differentially. In particular, firms that I identify as having large monopoly power
might in fact just face politically oriented barriers to expand. If additionally regions with good policies
are also characterized by more dynamic entry, I would observe exactly the correlations in the data, which
I interpret as being informative about the pro-competitive effects of entry. To argue that this is unlikely
to be the case, I follow a similar strategy as for the case of credit constraints. In particular, I observe if
either the federal or the local government has a financial stake in the firm. In Table 7, I first show that the
regional entry rate is uncorrelated with the share of firms with a government stake. Columns three and
four then show that the entry rate remains significantly correlated with the two distortion measures Λ and
Ψ after these government ownership measures are controlled for. Note however, that the share of firms
that have some government financing is also a significant corollary of an improved resource allocation.39

37Note that column 6 is exactly the (negative of the) mean (log) mark-up and is hence numerically identical to column 3
in Table 3.

38Recall however the results in Table 2 where I show that these unconstrained firms have relatively high ln (TFPR).
39Here I briefly discuss the results of various robustness checks, the details of which are available upon request. Concerning

the main results reported in Tables 4 and 5, I redid the regressions using the usual robust standard errors instead of the
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Dep. Variable: Entry rate z Λ = E[λ−∆] Ψ = λ−E[∆]

Share of firms with 0.0608 -0.372 -0.309
foreign loan (0.426) (0.345) (0.209)

Share of firms with 0.381 -0.00561 0.0131
FDI (0.221) (0.247) (0.148)

Share of firms with 1.094 0.431 0.206
capital market access (1.726) (0.704) (0.484)

Entry rate z 0.107∗∗ 0.0741∗∗
(0.0274) (0.0280)

Year FE Yes Yes Yes Yes Yes
Industrial Composition Yes Yes Yes Yes Yes
Regional Controls Yes Yes Yes Yes Yes
N 168 168 168 168 168
R2 0.391 0.398 0.392 0.606 0.719

Notes: Standard errors are clustered on the regional level and shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and
10% level respectively. The independent variables are: The share of firms in region r at time t whose investment expenses are at least
partially financed through foreign loans, through FDI and through the issuance of equity and/or bonds in the official capital market.
The regional controls are the total population, the share of villages, which are accessible by asphalt streets, the average number of banks
per village, the average number of informal firms per village and the average share of the village population whose main income source
is agricultural in each region in 1996. For the definition of Λ and Ψ see Tables 4 and 5.

Table 6: The importance of credit constraints

Dep. Variable: Entry rate z Λ = E[λ−∆] Ψ = λ−E[∆]

Share of firms -0.822 -0.239 -0.292
owned by state (0.660) (0.180) (0.183)

Share of firms with 0.0529 0.205∗∗ 0.122∗∗
government stake (0.174) (0.0837) (0.0561)

Entry rate z 0.100∗∗ 0.0683∗∗
(0.0299) (0.0299)

Year FE Yes Yes Yes Yes
Industrial Composition Yes Yes Yes Yes
Regional Controls Yes Yes Yes Yes
N 168 168 168 168
R2 0.399 0.392 0.618 0.724

Notes: Standard errors are clustered on the regional level and shown in parentheses. ∗∗ and ∗ denotes significance at the 5% and 10%
level respectively. The independent variables are: The share of firms in region r at time t which are owned by the state or where the
local or central government has any financial stake. The regional controls are the total population, the share of villages, which are
accessible by asphalt streets, the average number of banks per village, the average number of informal firms per village and the average
share of the village population whose main income source is agricultural in each region in 1996. For the definition of Λ and Ψ see Tables
4 and 5.

Table 7: Government ownership
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Figure 6: Map of Indonesia

3.3 Structural Estimation

So far I used the model only to qualitatively interpret the distribution of measured wedges, in particular its
correlation with the regional entry rate. However, the model is tractable enough to estimate the structural
parameters by GMM. As the structural estimation is more data-intensive than the reduced form estimation
in Section 3, I partition Indonesia in 7 large regions. These are the islands Sumatra, Sulawesi and Maluku,
Kalimantan, Bali and Nusa Tenggara and three regions on Java (the area around Jakarta and Central and
West Java), which are depicted in Figure 6 below. For now I want to think of these different regions in
Indonesia as being closed economies, but I will consider an extension allowing for inter-regional trade in
Section 3.3.3 below.

Table 8 below contains some coarse characteristics of these 7 regions. In the first row I present the
regional share of aggregate value added in the Indonesian manufacturing sector. It is clearly seen that
Indonesia is very concentrated. Jakarta and the area surrounding it, account for more than 40% of the
economic activity and many regions are relatively unimportant. Java as a whole generates 75% of the
entire manufacturing value added in Indonesia and account for roughly 80% of producer. There is also
evidence of regional specialization. For example more than 60% of all manufacturing firms in Kalimantan
are active in the wood industry, while metal and machine industry is mostly located in Java.

clustered standard errors used in the main analysis, I estimated the regressions using weighted least squares and I included the
crisis year 1998. I also redid all the regressions for different cutoffs for the number of firms being present in a region-year cell
to be in the final sample. The results are qualitatively unchanged in that all coefficients are positive and mostly significantly
so. I also address one specific type of measurement error. In a developing economy like Indonesia, employment of family
members is common. While this might be less of a problem for the formal manufacturing firms which I am studying, about
50% of firms do employ unpaid workers (many of which are probably family members) and these unpaid workers constitute
on average around 5% of the labor force. If firms do not report these family members in their wagebill, their laborshare will
be too low. Hence, I will identify unpaid-worker intensive firms as firms with high monopoly power and if regions with a
high entry rate are less reliant on “family firms”, I will find the positive relation established above. This is not the case -
the occurrence of such firms is uncorrelated with the entry rate and the entry rate remains significantly correlated with the
misallocation measures once the regional shares of such firms are controlled for.
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Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
Share of value added 0.12 0.47 0.12 0.17 0.02 0.08 0.02
Number of Firms 6,428 18,851 13,314 14,457 2,841 1,691 1,900

Sectoral Composition
Food, Beverages, Tobacco 0.33 0.17 0.31 0.41 0.22 0.16 0.33
Textile 0.09 0.24 0.24 0.15 0.37 0.01 0.16
Wood Products, Furniture 0.26 0.08 0.12 0.11 0.18 0.62 0.28
Paper Products, Printing 0.03 0.04 0.03 0.04 0.04 0.02 0.03
Chemicals, Petroleum, Coal 0.14 0.14 0.06 0.09 0.01 0.12 0.06
Non-metallic Minerals 0.06 0.17 0.12 0.09 0.12 0.03 0.06
Metals and Machinery 0.10 0.16 0.11 0.11 0.05 0.04 0.06

Notes: The table shows the sectoral composition, the aggregate share of value added and the number of firms of different regions in
Indonesia. The sectoral classification is based on the 2-digit ISIC Rev. 2 classification. The sectoral shares refer to the share of firms
being active in the respective industry.

Table 8: Economic geography of Indonesia

Identification To see which parameters of the model are identified from the microdata, consider a single
region in a single time period. The model has 8 parameters (α, ρ, δ, ϕ, η, χ, γ, λ). As I am mostly interested
in the innovation environment, I will not be concerned with estimating (α, ρ, δ) but set them exogenously
at conventional levels. In particular, I will set the capital share α to 0.3, the depreciation rate δ to 0.1
and the discount rate ρ to 0.05. This leaves 5 parameters to be identified. As the model has a unique
equilibrium for the innovation and entry rate, the equilibrium conditions (31) and (32) implicitly define
functions

z = z (ϕ, η, χ, γ, λ) and I = I (ϕ, η, χ, γ, λ) , (49)

which determine the endogenous variables as a function of those parameters. As explained above: I want
to estimate the structural parameters without using the cross-sectional productivity distribution explicitly.
This will allow me to study how much of the observed productivity dispersion the model can explain and
if the model correctly predicts the regional pattern of productivity differences. Hence, I will first focus
on three moments, which concern the dynamic outcomes of incumbent firms, entrants and the aggregate
economy. In particular, according to the theory

E
[
gI
]

= ln (λ) I (ϕ, η, χ, γ, λ) (50)

E [Entry] = z (ϕ, η, χ, γ, λ)

gQ =
Q̇ (t)
Q (t)

= ln (λ) (I (ϕ, η, χ, γ, λ) + z (ϕ, η, χ, γ, λ)) , (51)

were E
[
gI
]
is the mean growth rate of incumbent firms, E [Entry] is the mean entry rate and gQ is the

growth rate of aggregate productivity. Additionally, I consider the occupational patterns within existing
firms, which will be informative about the curvature of the innovation technology γ. Letting lI (∆) be the
number of non-production workers working at a firm with mark-up λ∆, the non-production share is given

38



by

sI (∆) =
lI (∆)

lI (∆) + lP (∆)
=

1

γ (1− α)
(

λ
λ−1

ρ+z(ϕ,η,χ,γ,λ)
I(ϕ,η,χ,γ,λ) + 1

)
+ α

. (52)

From (50)-(51) and (52) it is apparent that all these moments only depend on the innovation parameters
(ϕ, χ, η) via the resulting equilibrium allocations (z, I). From an estimation point of view this implies
that (ϕ, η, χ) are free parameters, i.e. given some outcomes (z, I), we can always find combinations of
such parameters, that implement these as an equilibrium. Hence, from the moment conditions I can
directly estimate (z, I) and the parameters (λ, γ) and then use the equilibrium conditions to determine
(ϕ, η, χ) given the estimated (z, I). However, this implies that (ϕ, η, χ) are not uniquely identified from
the microdata - and in fact η and χ should not be identified according to the theory. To see this, note
that the two equilibrium conditions in region r can be written as

ϕrχ̃ = γIγ−1
r +

γ − 1
ρ+ zr

Iγr (53)

ϕr =
zr

(
(1− α) γIγ−1

r (ρ+ zr) λ
λ−1 + ((1− α) (γ − 1) + 1) Iγr

)
(λ− 1) Ir + λzr

+ ϕrχ̃zr, (54)

where χ̃ = 1+ηχ
η . Hence, from the equilibrium conditions, I can only identify the innovation productivity

ϕ and the net entry productivity χ̃, which has a technological component η governing the efficiency of
blueprint creation and an institutional component χ determining the costs of actual entry of new firm
once the idea is created. Without more detailed information on where firms spend most of their resources
prior to entry, it is not possible to tell η and χ apart. For the policy analysis below I will conceptually
think of lowering entry barriers through a reduction of χ, but given that I can only identify χ̃, this is only
an interpretation.40

Estimation The moment conditions above hold for all seven regions and at all time period. While (z, I)
are region-specific equilibrium outcomes (which are generated through regional variation in the underlying
parameters (ϕ, χ̃)), I assume λ and γ to be common across regions. This is useful because it disciplines
the model to generate the regional variation in mark-ups only through regional differences in the entry

40Note however, the evidence reported in Djankov, La Porta, Lopez-De-Silvaes, and Shleifer (2002), which suggests that
regulatory barriers are a substantial part of entry costs firms face.
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intensity x. Formally, the moment conditions are

E
[
gIt,t−1,r

]
= ln (λ) Ir for all r = 1, .., R and t = 1, ...T

E [Entryt,r] = zr for all r = 1, .., R and t = 1, ...T

E [gQ,r,t] = ln (λ) (Ir + zr) for all r = 1, .., R and t = 1, ...T

E
[
sIi,t
]

=
1

(1− α)
(

(ρ+ zr) λ
λ−1

1
Ir

+ 1
)
γ + α

for r = 1, ..., R and t = 1, ..., T,

where E [gQ,r,t] = E
[
Qr(t+1)−Qr(t)

Qr(t)

]
and Qr (t) is calculated by aggregating the micro data. Note that

these moments hold for all regions and all time periods. However, the model (being a balanced growth
model) does not have anything to say about the time-variation in the data. Hence, I focus entirely on the
regional variation and average all the moments over the time dimension. This yields 4× 7 = 28 moments
to estimate 16 parameters

(
λ, γ, [zr, Ir]

7
r=1

)
. (53) and (54) then provide the equilibrium mapping to the

deep structural parameters [ϕr, χ̃r]
7
r=1. While the first three moments can be directly calculated from the

microdata, I do not observe detailed occupational categories in the Indonesian data. Hence, I proxy the
share of innovators by the within-firm expenditure share on white-collar non-production workers.

3.3.1 Estimation results

I estimate the parameters via GMM. As the model is overidentified, I choose the efficient GMM estimator,

θ̂ = arg min
θ

{
G (θ)′ Ω̂−1G (θ)

}
, (55)

where Ω̂ is the estimated variance-covariance matrix of the 28 moments and G is the matrix of moments.
I estimate Ω̂ by bootstrapping the moments from the firm-level data.41 The estimated parameters are
contained in Table 9. The innovation step-size λ is estimated to be equal to 1.17 so that every innovation
increases productivity by 17%. This is a little higher than the preferred value of 1.05 in Acemoglu and
Akcigit (forthcoming) but within their range of values they consider (λ ∈ [1.01, 1.2]). The confidence
intervals also show that λ is relatively precisely estimated. The curvature of the innovation technology
is estimated to be 1.73 so that the cost function is convex as the theory requires. However, values of
γ < 1 are in the confidence region. The theoretically admissible value of γ = 1 is the 12% quantile of the
distribution for γ̂.

The last two rows contain the region-specific parameters for the entry and innovation technology. The
innovation technology ϕr is estimated to be around 0.2 and the net entry productivity χ̃r around 2.3.
This implies that to generate a flow of entry of 10%, the economy requires χ̃r

10 = 0.23 workers in the
entry sector. Similarly, a firm that has just entered and hence has a productivity gap of ∆ = 1, requires
Γ (1, 0.1) = 1

ϕr
1
λ (0.1)γ = 0.08 workers to generate an innovation flow rate of 10%. Hence, at the estimated

41I use 250 bootstrap replications to estimate Ω̂.
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Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
λ 1.17

[1.12;1.27]
γ 1.73

[0.82;2.05]
ϕr 0.22 0.16 0.07 0.13 0.18 0.18 0.25

[0.13;0.52] [0.11;0.39] [0.05;0.3] [0.09;0.36] [0.11;0.46] [0.11;0.41] [0.15;0.55]
χ̃r = 1+ηrχr

ηr
2.23 2.40 2.63 2.40 2.18 2.76 1.90

[1.13;5.58] [1.08;5.95] [0.89;6.5] [0.98;6.05] [0.98;5.56] [1.41;6.82] [0.89;4.75]

Notes: 95%-Confidence intervals are shown in brackets. The confidence intervals are calculated using bootstrap. I used 500 bootstrap
replications.

Table 9: Results of GMM Estimation

Growth by Entry Rate Exp. Share on Aggregate
Incumbents Nonprod. Workers Growth Rate
Data Model Data Model Data Model Data Model

Sumatra 0.021 0.020 0.148 0.148 0.069 0.070 0.061 0.044
Jakarta -0.003 0.016 0.140 0.140 0.060 0.058 0.030 0.038
Central Java 0.006 0.007 0.143 0.143 0.025 0.025 0.029 0.029
West Java 0.012 0.012 0.144 0.144 0.044 0.045 0.060 0.035
Bali 0.020 0.016 0.155 0.156 0.051 0.053 0.071 0.040
Kalimantan 0.033 0.019 0.117 0.117 0.078 0.078 0.033 0.038
Sulawesi 0.008 0.020 0.178 0.176 0.071 0.062 0.001 0.048

Notes: The table shows the data moments and the estimated moments for the parameters contained in Table 9.

Table 10: Comparing the implied moments

parameters, incumbent firms seem to enjoy a productivity advantage of generating innovations. Note
however, that the confidence intervals for ϕr and χr are relatively large.

To see where the variation in the estimated parameter stems from, consider Table 10, where I report
the moments in the data and the moments as estimated by the model. The model does a very good job
to account for the pattern of entry and the share of non-production workers. This is due to the fact, that
the entry rate is precisely estimated (so that the efficient GMM estimator puts a large weight on these
moments) and that the share of non-production workers is the only moment that depends on γ, so that γ
can basically be chosen freely to match that moment. With respect to the innovation rate of incumbent
firms, the model has problems to account for the extreme outcomes in Jakarta and Kalimantan. For
Jakarta, we observe a relatively small entry rate but still aggregate growth. This can only be rationalized
through innovation by incumbent firms. For Kalimantan, exactly the opposite is true. Both the entry rate
and the growth rate of incumbent firms is high, but aggregate productivity is at the low end. Hence, the
model underestimates incumbents’ innovation outcomes. Finally, with respect to the aggregate growth
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rate, the model under-predicts the regional variation, because of the commonality of the step size λ and
the restrictions the other moments put on the entry and innovation rate. This is especially seen in the
region Sulawesi, which despite its high entry rate does not see any productivity growth. With a constant
step size for λ, it is impossible for the model to match these two moments simultaneously. Table 10 also
conveys where the respective parameters are identified from. If we compare the regional pattern of the
entry rates and the estimated entry costs χ̃, it is clearly seen that regions with low entry are identified as
regions where entry barriers are high. Similarly, regions where the aggregate growth rate and innovation
rate of incumbent firms is estimated to be high (Sumatra or Sulawesi), are markets where the innovation
technology is of high productivity. Intuitively, level differences of growth mostly identify the innovation
productivity ϕr and differences in the entry rate identify the entry costs χ̃r.

3.3.2 Mark-ups and the distribution of productivity

Given the estimated parameters, the distribution of mark-ups is therefore fully determined so that I can
calculate both the region-specific distortion indices Λr and Mr and different measures of productivity dis-
persion. The results from this exercise are contained in Table 11. Consider first the top panel. The median
mark-up is between 10% and 20%, which is consistent with De Loecker and Warzynski (forthcoming) who
estimate mark-ups between 17% and 28%. The average mark-up is higher, precisely because the theory
predicts that the distribution of mark-ups is Pareto. Columns 3 and 4 contain the two distortion indices.
The distortions in TFP are modest. On average, heterogeneous mark-ups reduce TFP by about 1.5-2%
relative to the first best and there is little variation across regions. This is different for the case of factor
prices. Column 5 shows that mark-ups reduce equilibrium factor prices by 25% relative to their social
marginal product. The variation across regions is also more substantial than for the case of TFP. The
reason for this pattern is contained in Proposition 1: Variation in the entry intensity affects the first mo-
ment of the resulting mark-up distribution much more than its second moment. Hence, mark-ups mostly
affect factor prices. It is interesting to note that this is exactly what I found in the reduced form analysis,
where I showed that the regional entry rate is negatively correlated with the average mark-up but that its
relation to the dispersion of mark-ups is insignificant (see Table 3). The same result emerges again from
the structural estimation despite the fact that I did not exploit any information about the cross-sectional
productivity distribution in the estimation.

In Panels 2 to 4, I compare the implied productivity dispersion (calculated from (44)-(46)) with the one
estimated from the micro-data. In the first column of the respective panel I report the estimated standard
deviation, inter-quartile range and the 90-10 difference from the Indonesian firm-level data. These numbers
are very similar to the one reported in Hsieh and Klenow (2009).42 The second column reports the implied
measures from the theory and third column contains their ratio, which I take as a measure of explanatory
power of the theory. On average the model accounts for about 20% of the cross-sectional variation in
productivity and this is roughly the same for the different measures. As the variation in the microdata is

42They find that the respective numbers are 0.74, 0.97 and 1.87 for the case of China and 0.69, 0.79 and 1.73 for the case
of India. See Hsieh and Klenow (2009, Table 2, p. 1418).
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Notes: The figure shows a scatter plot of the model’s prediction and the dispersion measured observed in the data. It displays the data
contained in Table 11

Figure 7: Model vs. Data: Correlation of dispersion of ln (TFPR)

larger than predicted by the model, the theory does a better job in those regions where the entry intensity
is low and the mark-up is high (in Kalimantan for example). The last panel finally contains an important
check for the theory: Is the regional variation in the estimated entry intensity correlated with the observed
productivity distribution in the microdata? The answer is affirmative: the correlation between the model’s
implication and the measures observed in the data is between 0.45 and 0.7. A graphical representation of
this correlation is contained in Figure 7, which shows a scatter plot of the observed and implied dispersion
measures across regions. There is a clear positive relation between the model’s prediction and the respective
moments in the data, but with only 7 regions, this is of course only suggestive. However, given that the
GMM estimation only used information about the dynamic environment, there is no mechanical reason
for this correlation to occur.

Another way to judge in how far this mechanism is successful to account for the cross-sectional pro-
ductivity dispersion across firms is to directly include this information in the set of moments. Specifically,
let me add the within-region variance of log productivity to the set of moments utilized so far. Using (44),
these additional moment conditions are given by

E
[
(ln (TFPRi,t,r)− E [ln (TFPRi,t,r)])

2
]

= ln (λ)
1 + xr
x2
r

= ln (λ)2

(
Ir
zr

)2(Ir + zr
Ir

)
, (56)

which again hold for all regions and all time periods. Like before, I will only use the regional variation
and average out the time dimension. By estimating the parameters and studying the implied moments,
it is apparent which margins of the data are putting discipline on the theory to account for both the
cross-sectional dispersion and the dynamic behavior of the economy simultaneously. In Table 12, I again
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Growth by Entry Rate Exp. Share on Aggregate variance
Incumbents Nonprod. Workers Growth Rate ln(TFPR)
Data Model Data Model Data Model Data Model Data Model

Sumatra 0.021 0.058 0.148 0.079 0.069 0.067 0.061 0.079 0.739 0.739
Jakarta -0.003 0.044 0.140 0.070 0.060 0.057 0.030 0.063 0.565 0.565
Central Java 0.006 0.026 0.143 0.043 0.025 0.047 0.029 0.038 0.534 0.534
West Java 0.012 0.042 0.144 0.066 0.044 0.057 0.060 0.060 0.570 0.570
Bali 0.020 0.048 0.155 0.075 0.051 0.060 0.071 0.069 0.590 0.587
Kalimantan 0.033 0.047 0.117 0.069 0.078 0.061 0.033 0.066 0.655 0.654
Sulawesi 0.008 0.050 0.178 0.069 0.071 0.064 0.001 0.069 0.723 0.724

Notes: The table shows the data moments and the estimated moments when I include the moment condition for the cross-sectional
variance of ln (TFPR) (56).

Table 12: Moments using the cross-sectional information

report the comparison between the data and the model’s implication at the estimated parameters. In the
last two columns, I show that the model is able to account for the cross-sectional dispersion rather well.
However, this comes at the expense to account for other features of the data. From (56) it is apparent
that in order to generate a large cross-sectional dispersion of productivity, the theory requires the step size
λ to be large and the entry intensity x to be small. These conflicting objectives are seen in Table 12. At
the estimated parameters, the model underestimates the entry rate, generates too large a growth rate for
incumbent firms and implies a rate of aggregate productivity growth, which exceeds the one observed in
the data. Furthermore, the implied median mark-up is around 70%, which is also counterfactually high.
Hence, the theoretical mechanism laid out here is not able to account for entire productivity dispersion in
the cross-section of firms - according to Table 11 roughly 80% of it remains unexplained.

3.3.3 Policy and Welfare

One advantage of a theory that creates misallocation endogenously is that we can use it to think about
policy and the welfare implications thereof. Here I want to think about one particular policy change,
namely a reduction in the entry costs χ. Not only is this the only parameter in the model which can
reasonably be affected by policy, but it also affects the precise margin, which the theory stresses: the entry
intensity. Such a change will affect the equilibrium outcomes (z, I) and hence both the entry intensity
x = z

I and the equilibrium growth rate gQ = ln (λ) (I + z). To trace the effect on the equilibrium
allocations, recall that the BGP levels of (normalized) capital and consumption were given by

k̃ (x, I, gQ) =

(
αΛ (x)M (x)
ρ+ 1

1−αgQ + δ

) 1
1−α

LP (x, I)

c̃
(
x, gQ, k̃, L

)
= M (x) k̃αLP (x, I)1−α −

(
δ +

1
1− α

gQ

)
k̃. (57)
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Let us denote the variables after the policy change by “∗”. Then we can decompose the change in con-
sumption in the three terms as follows:

c̃∗

c̃
=
c̃
(
x∗, gQ, k̃ (x, I, gQ) , L

)
c̃
(
x, gQ, k̃ (x, I, gQ) , L

)
︸ ︷︷ ︸

TFP

c̃
(
x∗, gQ, k̃ (x∗, I∗, gQ) , L∗

)
c̃
(
x∗, gQ, k̃ (x, I, gQ) , L

)
︸ ︷︷ ︸

Reallocation︸ ︷︷ ︸
Misallocation

c̃
(
x∗, g∗Q, k̃

(
x∗, I∗, g∗Q

)
, L∗
)

c̃
(
x∗, gQ, k̃ (x∗, I∗, gQ) , L∗

)
︸ ︷︷ ︸

Growth

. (58)

The TFP-component of (58) holds the growth rate, the capital stock and the allocation of labor constant
and contains only the static gains of entrants fostering competition and thereby increasing aggregate
TFP through a reduction of static misallocation. The Reallocation-Component contains the change in
consumption, which is due to the fact that a change in the entry intensity changes factor-prices and
hence the return to capital and the allocation of labor. The sum of those effects are what I call the
Misallocation-Component of entry, because they comprise the change in consumption holding the growth
rate (counterfactually) fixed. The Growth-Component captures this last dynamic effect as changes in the
growth rate will affect both the level of (normalized) consumption and capital. Before presenting the
results let me stress that (58) decomposes the change in steady-state consumption. My model economy
however has non-trivial transitional dynamics. Not only are the usual neoclassical dynamics present due
to the accumulation of capital, but the distribution of mark-ups will also not jump to its new stationary
distribution but its behavior will be governed by the flow equations given in (17). Furthermore, as long
as the distribution of mark-ups is not stationary, the problem firms face is not stationary either so that
both entry and innovation rates will not be constant. This makes the characterization intractable.

The results of the policy experiment are contained in Table 13. The first row contains the size of the
policy change, namely a decrease in the entry costs by 10%. This increases the entry-intensity by about
25% and reduces the dispersion of productivity by about 15%. In terms of the misallocation measures Λ
and M , this increase in the entry intensity increases factor prices (relative to their marginal product) by
1% to 2.5% but has a small effect on static misallocation (as measured by M), where the increase is at
most half a percentage point.43 Columns 6 to 8 trace the effect of this policy change on the equilibrium
allocation of workers across occupations. While the number of workers in the entry sector, increases by
roughly 2-3%, these workers are mainly drawn from incumbent firms who see their innovation employment
decline. In fact, in most regions the reduction of entry costs frees up labor resources and production
employment increases. However, this is not necessarily so. In Central Java, whose estimated innovation
productivity is low, the change in factor prices causes formerly employed production workers to start

43There are two reasons why this number is so much smaller than the one obtained in Hsieh and Klenow (2009). First
of all, the “liberalization” experiment conducted here is much smaller than going from “India to the US”. As the mechanism
stressed here can explain 20% of the cross-sectional dispersion of productivity, the change in entry costs considered here
reduces such dispersion only by 3% (15% times 20%). Secondly, the TFP aggregator in my economy takes the Cobb-Douglas
form (i.e. σ = 1), whereas Hsieh and Klenow (2009) consider a CES demand system with σ = 3. The TFP gains from a
reduction of distortions however are increasing in the elasticity of substitution.
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working in the entry sector. Finally, a reduction of the entry costs increases the equilibrium growth rate
in all regions by about one or two tenth of a percentage point.

The second panel shows the decomposition contained in (58). The reduction in static misallocation
raises the level of consumption by around half a percent. The Reallocation-component is larger, as more
intense entry increases the number of production workers and the level of capital (except for Central
Java). On average, an improved allocation of resources through a change in entry incentives increases
consumption by around 2%. Finally, the Growth-component induces a slight fall in those consumption
gains, because an increase in the growth rate will decrease the level of consumption as more resources
are needed to have the capital stock grow at the economy-wide growth rate. The next panel contains the
same decomposition for the change in the capital stock. By construction there is no “static” gain where
factors are held constant. Given the changes in M and Λ (especially the latter) and the reallocation of
workers, normalized capital increases by around 3-4%, with again Central Java being the exception. As
for the case of consumption, the higher growth rate compensates slightly for those improvements in the
allocation of resources, which reduces the normalized capital-stock.

These results concern the allocations and not welfare. The reason is of course that welfare is directly
affected by the growth rate. In particular, along the balanced growth path, welfare is given by

W (gQ, x, I) =
ˆ ∞
t=0

e−ρtln (C (t)) =
ˆ ∞
t=0

e−ρtln
(
c̃Q (0)

1
1−α e

gQ
1−α t

)
dt

=
ln
(
Q (0)

1
1−α
)

ρ
+
ln
(
c̃
(
x, gQ, k̃ (x, I, gQ)

))
ρ

+
gQ

(1− α) ρ2
. (59)

As Q (0) is an initial condition, I measure changes in welfare by their implied consumption changes holding
the growth rate constant, i.e.

dc
([
g∗Q, x

∗, I∗
]
, [gQ, x, I]

)
= exp

(
ρ
(
W
(
g∗Q, x

∗, I∗
)
−W (gQ, x, I)

))
is the change in consumption generating a change in welfare W

(
g∗Q, x

∗
)
−W (gQ, x) if the growth rate

was constant. The results of that exercise are contained in the last panel of Table 13. In particular, the
small increases in the growth rate have large effects on welfare - at least when viewed through equation
(59), which contains welfare along the balanced growth path. The induced welfare gains are at the order
of magnitude 5-6% of total consumption. However, these welfare gains are surely a large upper bound.
During the transition, I suspect the growth rate to be lower and the now higher capital stock has to be
accumulated. Hence, the higher growth rate is only achieved in the future (which is of course discounted
at rate ρ) and households have to forego consumption to save. The welfare calculation in Table 13 does
not take into account either of these concerns.
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3.4 Inter-regional trade

Finally, I want to briefly extend the environment to allow for inter-regional trade. This is important for
two reasons. First of all, this extension will show that trade across regions of Indonesia will not necessarily
invalidate the empirical exercise above. In particular, this section shows that introducing trade in a way
akin to Armington (1969) leaves the structure of the equilibrium essentially unchanged. This implies that
all the predictions for the reduced form analysis still hold true and that the moment conditions used in
the structural estimation still identify the structural parameters. Hence, the assumption of the different
islands being autarkic economies is not essential (although it, of course, depends on how inter-regional
trade is exactly modelled). Secondly, this extension is important when thinking about (long-run) TFP
differences across countries. Above I suggested that the differences in productivity dispersion might to a
large degree be a symptom of, for example, institutional differences that have implications for the growth
rate of aggregate productivity. Does this imply that such (small) differences in the entry environment
will cause entry-friendly countries to perpetually grow at a faster rate and the distribution of aggregate
productivity to “fan out” in the long-run? While this is an implication of the closed economy version of
the model above, the following extension to trade shows that this is not the case. Even though differences
in the innovation environment will cause countries to experience differential productivity growth (at the
aggregate level) for a while, in the long-run, all countries will grow at the same rate and the cross-country
distribution in aggregate TFP will be stable. To see this, consider the following simple extension of the
model.

Suppose that the final good is still a Cobb-Douglas aggregate of the continuum of intermediary prod-
ucts, but that different regions specialize in the production of these intermediary products. Specifically,
suppose that region r produces a share s (r) of the [0, 1]-continuum of goods. Letting yr (ν) denote the
amount of variety ν sourced from region r, the aggregator for the final good can then be written as

Y = exp

(
R∑
r=1

ˆ
ν∈s(r)

ln (yr (ν)) dν

)
. (60)

While intermediary products are freely tradeable across regions, production factors are immobile. The
solution to this model is straight-forward. In particular, let

Yr ≡

[
exp

(ˆ
ν∈s(r)

ln (yr (ν)) dν

)]1/s(r)

be the composite of goods produced in region r and let Pr be the appropriate price index. Using (60) it
is easy to see aggregate expenditures across regions will be proportional, i.e.

PrYr = s (r)Y. (61)

It is precisely (61), which will - by affecting region r′s terms of trade - create the linkages across regions.
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Within each region, the economy is exactly the same as the one characterized above. In particular, firms
still face demand function with unitary demand elasticity so that they will always be forced to set a limit
price. This again implies that the mark-up is the unique state variable for the firms’ problem and the
distribution of mark-ups determines aggregate allocations. In particular, aggregate (physical) output in
region r is given by

Yr (t) =
1

s (r)
Qr (t)Mr (t)Kr (t)α LP,r (t)1−α , (62)

where Qr =
(
exp

(´
ν∈s(r) ln (qr (ν)) dν

))1/s(r)
andMr = exp(−E[ξr])

E[ξ−1
r ] as above. Again there exists a unique

BGP, where innovation and entry rates are constant but potentially different across regions.
Consider a BGP where the (endogenous) growth rate of aggregate productivity in region r is given by

Q̇r (t) = Qr (t) gr and “global” output Y grows at rate gY .44 The equilibrium return to capital in region r is
still given by Rr = αΛr

s(r)Y
Kr

, where Λr = Er
[
λ−∆

]
only depends on the entry intensity in region r. Along

the BGP, interest are constant (though not necessarily equal across regions) so that the regional capital
stock grows at the same rate as global output, i.e. K̇r (t) = Kr (t) gY . Hence, regional (physical) output
grows at rate (see (62)) gYr = gr + αgY , i.e. productivity growth induces a region-specific component,
while capital accumulation is the same across regions. From (60), Y =

∏
r Y

s(r)
r so that

gY =
∑
r

s (r) gYr =
∑
r

s (r) gr + αgY =
1

1− α
∑
r

s (r) gr.

Hence, the aggregate growth rate is simply a weighted average of the regional rates of productivity growth.
(61) then shows that regional output, measured in terms of the numeraire, PrYr grows at rate gY so that
all regions grow at exactly the same rate despite differences in the growth rates of physical productivity
Qr (t). This is of course due to a deterioration in the terms of trade. In particular, (61) implies that

Ṗr
Pr

= gY − gYr = gY (1− α)− gr =
∑
j

s (r) gj − gr,

so that region r′s relative prices decline if it grows at a faster rate than the average region. These price
effects exactly cancel the heterogeneity in regional productivity growth and cause all regions to grow
at the same rate. The mechanism mirrors the one developed in Acemoglu and Ventura (2002). There,
countries that accumulate capital faster then the average country see their terms of trade deteriorate.
Here, productivity growth plays exactly the same role.

Now suppose that regional product markets in Indonesia were integrated in that way. To see that
this would leave the empirical identification intact, note first that the moments regarding entry and the
within-firm share of innovators are not affected by the possibility of trading, as labor markets are assumed
to clear within each region. Similarly, the growth rate of incumbent firms can be identified from the

44If for example the entry costs χr differ across countries, the endogenous productivity growth rate gr will be different,
because the innovation equilibrium is still characterized by the same equilibrium conditions as in the closed economy.
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firm-level data, because TFPR still only depends on the mark-up λ∆ and not on the regional price index.
The aggregate growth rate g is different. As I do not use region-specific price deflators in the estimation,
the aggregate growth rate will not be region-specific but this model with free trade implies that a revenue-
based measure of aggregate productivity should grow at the same rate across regions as terms of trade and
regional productivity growth are not separately identified. Hence, allowing for free trade would only add
an additional cross-region restriction that productivity should grow at the same rate. The heterogeneity
in the aggregate growth rate of productivity across regions reported in Table 10 would then be interpreted
as pure measurement error. However, the model is still identified in the same way as the closed-economy
version above, because even there I restricted the step-size λ to be common across regions.

4 Conclusion

Misallocation of resources across firms reduces economic efficiency and welfare. In an important class of
macroeconomic models, misallocation can be measured using firm-level data on productivity. This not only
allows to quantify the losses from misallocation but to also test theories. Most theories of misallocation
stress the importance of firm-specific barriers to expansion in that some firms are constrained in their
input choices. Such constraints can arise from credit-market frictions, differences in non-market access
to essential production factors or cronyism that benefits some firms but not others. While these theories
differ in their policy implications, they share a common structure of the economic mechanism causing
misallocation: some firms are smaller than they ought to be and smaller than they want to be as factors
are prevented to flow to these high productivity units. In this paper I proposed a theory of misallocation
that is qualitatively different. As firm productivity depends on both prices and quantities, productivity
differences might be driven by heterogeneous mark-ups if product markets are not perfectly competitive.
High productivity might therefore not be informative about the respective firm being constrained on input
markets but rather indicative of market power on the output market. While productive firms are still
smaller than they ought to be from a social point of view, they are not smaller than they want to be given
their private interests.

If static misallocation is due to firms’ market power, the efficiency losses from misallocation depend
on the degree of competition which is endogenous. In particular they depend on firms’ relative efficiencies
as being technologically advanced acts as a shield from competition. Existing firms spend resources on
process innovation to increase their mark-up, while entering firms adopt current frontier technologies and
thereby keep the mark-up distribution in check. The static degree of misallocation is therefore determined
endogenously through the innovation environment. If the equilibrium entry intensity is high (for example
because entry barriers like license requirements are low or there is a liquid market for start-up capital),
product markets become more competitive, there is little productivity dispersion in the cross-section of
firms and the static degree of misallocation is low. If, on the other hand, entrants put little discipline
on current producers, there will be pronounced productivity differences across firms and resources will be
statically misallocated.
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I tested the model’s prediction using Indonesian firm-level panel data. I presented reduced form
evidence that the extent of market entry by new firms reduces both the level and the dispersion of the
cross-sectional productivity distribution, and I show that these results are not driven by regional differences
in the quality of the financial system or firm-specific distortions like state ownership. Then I estimated
the structural parameters of the model by GMM and showed that the model can account for about 20%
of the observed distribution of productivity across producers and that it correctly predicts the regional
pattern of productivity dispersion. I also conducted a policy experiment where I decrease entry barriers
across regions in Indonesia. A 10% decrease in the costs of entry increases welfare by about 5%. While
10% of these welfare gains are pure static gains in that more intense entry reduces misallocation and hence
increases TFP (holding technologies fixed), 30% of the gains are dynamic as improved allocative efficiency
induces capital accumulation. The remaining 60% are pure growth effects, as lower entry barriers increase
the aggregate growth rate. The empirical regularity that poor countries are characterized by higher cross-
sectional productivity dispersion therefore not only suggests that resources are statically misallocated,
but might also be a symptom of more fundamental differences in the innovation environment across
countries. The aggregate implications of cross-sectional productivity dispersion for cross-country income
differences might be much larger than previously appreciated, once such dynamic considerations are taken
into account.
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5 Appendix

5.1 Data

As explained in the main text, the Statistik Industri dataset contains information on all manufacturing firms in
Indonesia with a laborforce of more than 20 employees. For the reduced form analysis of this paper, I only need
information on firms’ revenues, wagebill, capital stock, location, sector and entry behavior. Additionally I exploit
information on the source of firms’ investment to measure credit constraints and their ownership structure to
identify firms with state ownership. Both revenues and the total wagebill are directly taken from the data. As a
measure of capital, I take firms’ total assets, which consist of machines, working capital, buildings, vehicles and
other forms of fixed capital, all measured at current market prices. The ownership structure is elicited from their
capital structure. In particular, each firm reports if the federal or local government or foreign investors own stakes
in the firm. The source of finance is also directly observable in the data as firms report the respective share of
their investment expenditures, which are financed through foreign direct investment, retained earnings, domestic
borrowing, government funds or assets raised on the capital market. Firms also report the share of paid and unpaid
workers, which allows me to identify the employment composition. To identify entry, I rely on the panel nature of
the data. My measure for the year-province specific entry rate, is the fraction of firms in province r at time t who
appear in the data. This measure is not ideal for two reasons. From a conceptual point of view it is not clear why
only a firm with at least 20 employees should put competitive pressure on active incumbents. From a measurement
point of view, I might label a firm as an entrant if it laid off workers in some years and then started growing
again. To address the latter concern, I experimented with other measures, which also condition on the reported
age of the firm and other cutoffs and the results were similar. Furthermore, note that this problem only invalidates
my empirical strategy if different regions are affected differentially. Regarding the former conceptual concern,
La Porta and Shleifer (2009) and McKinsey-Global-Institute (2001) argue that there is very little competition
between small, informal firms and members of the formal industrial sector. While these claims mostly concern very
small establishments, the 20 employee cutoff might not be too bad a measure of when a firm starts competing within
the formal sector. All nominal variables are deflated using the CPI Index from the World Development Indicators.
To construct the final sample, some data cleaning steps were necessary. First of all I dropped all establishments,
which did not report information on revenues, the wagebill or their asset position. Especially the latter requirement
shrinks the sample considerably as roughly a third of plants have missing asset data. To eliminate some concerns
about measurement error, I also dropped all firms, which report revenue or employment growth exceeding 200% per
year. Finally, following Hsieh and Klenow (2009), I trim the 1% tails of the final laborshare distribution. As most
regressions are done on the province-year level, I construct the respective dependent variables using the micro-data.
As the manufacturing sector in Indonesia is relatively concentrated, many provinces contain only few firms. Using
more firms to construct the averages obviously reduces the noise in the generated variables but also reduces the
number of provinces I can use in each year. For the main analysis I drop all province-year cells, which contain
less than 25 firms. However, I show below that the results are not dependent on this particular cutoff. In order
to have a direct measure of credit constraints for Table 2, I exploit the 1996 survey. The 1996 survey is special
in that the Statistik Industri survey was done in conjunction with the economic census. Hence, the 1996 survey
contains substantially more information. In particular, firms are asked if they are subject to a major constraint,
which they could not overcome and if this constraint refers to the scarcity of capital. They are also asked what
efforts they undertook to overcome this capital constraint, e.g. if they applied for a bank loan, sold assets or issued
shares. Finally, the structural estimation in Section 3.3 uses the within-firm share of innovation resources to identify
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the curvature parameter γ. In the data I measure the number of workers employed to generate innovations I as
white-collar non-production workers. In the Indonesian data I observe only a crude distinction between production
and non-production workers. However, the plant-level data from Chile, which has for example been used by Pavcnik
(2002), Moll (2010) and Levinsohn and Petrin (2003), has more detailed occupation characteristics. According to
this data, roughly 60% of non-production workers are white-collar. Hence, I measure the firm-level employment
share of innovation workers by 0.6 times the share of non-production workers.

The provincial characteristics are constructed using the PODES dataset for the year 1996. The unit of observa-
tion is one of the 65.000 villages. For each village, I record the total population, the number of banking branches,
an indicator if the village is accessible by asphalted streets, an indicator if the village’s main source of income
is agriculture and the number of small industrial plants residing in the village. To generate the information on
the level of the province, I consider the respective weighted averages of those variables, where the weights are the
population sizes of the respective villages.

5.2 Derivation of (20), (22) and (23)

To derive (20), simply note that

F∆ (d;x) =
d∑
i=1

µ (i) = x

d∑
i=1

(
1

1 + x

)i
= x

1
1+x

(
1−

(
1

1+x

)d)
1− 1

1+x

= 1−
(

1
1 + x

)d
.

As Λ =
[´ 1

0
λ−∆(ν)dν

]
,

Λ (x) =
∞∑
i=1

λ−iµ (i) =
x

λ (x+ 1)

∞∑
i=0

(
1

λ (x+ 1)

)i
=

x

λ− 1 + λx
,

which is (22). Similarly,

ˆ 1

0

∆ (ν) dν =
∞∑
i=1

iµ (i) = x

∞∑
i=1

i

(
1

1 + x

)i
=
∞∑
i=0

(
1

1 + x

)i
=

1 + x

x
,

so that

M (x) =
λ−
´ 1
0 ∆(ν)dν

´ 1

0
λ−∆(ν)dν

=
1

Λ (x)
λ−
´ 1
0 ∆(ν)dν = λ−

1+x
x
λ− 1 + λx

x
,

which is (23).

5.3 More general entry process: Derivation of (24)

Suppose that incumbent firms climb one step of the quality ladder with flow rate I. In contrast, entry occurs at a
flow rate z but conditional on entry, the new blueprint has a quality advantage of j steps with probability p (j). In
that case, the measure of firms having a quality advantage ∆, µ (∆), solves the flow equations

µ̇ (∆, t) = − (I + z)µ (∆, t) + Iµ (∆− 1, t) + zp (∆) for ∆ ≥ 2

µ̇ (1, t) = − (I + z)µ (1, t) + zp (1) .
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Notes: The figure shows the implied distribution of mark-ups (63) for different values of the entry intensity x and different values of
the decay parameter κ. In particular, I consider x ∈ {0.2, 0.6, 1} and κ ∈ {0.2, 0.4, 0.6, 0.8}.

Figure 8: Stationary distribution of mark-ups (63) for different (κ, x)

In the stationary distribution we have µ̇ (∆, t) = 0, so that

µ (1) =
zp (1)
I + z

and µ (∆) =
zp (∆) + Iµ (∆− 1)

I + z
.

It can then be verified that the expression for µ (∆) given in (24) solves those equations. Now consider the special
case where p (i) = Tκi. As

∑
p (i) = 1, we need T = 1−κ

κ . For that case, the stationary distribution of productivity
gaps ∆ (and hence log mark-ups) is given by

µ (∆;x, κ) =
(

1
x+ 1

)∆ 1− κ
κ

{
∆∑
i=1

(κx)i
(
i−1∑
k=0

(
i− 1
k

)
x−k

)}
, (63)

where I explicitly note the dependence on the entry intensity x and the “measure of decay” κ. In Figure 5.3 I depict
(63) for different values of κ and x. It is seen that a higher level of the entry intensity induces first order stochastic
dominance shifts in the distribution for different values of κ.
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5.4 Characterization of the BGP

Along the BGP, interest rates are constant and aggregate output grows at a constant rate gY . So let us conjecture
that both innovator wages wI (t) and the value functions V (∆, t) also grow at rate gY and that innovation and
entry rates are constant and equal across all sectors, i.e. z (∆, t) = z and I (∆, t) = I. These conjectures will be
verified below. To characterize the BGP, conjecture that the value function takes the form of

V (∆, t) = κ (t)− φ (t)λ−∆. (64)

If V grows at rate gY , (72) implies that both κ (t) and φ (t) grow at rate gY too. Hence let us normalize all variables
by exp (gY t) so that they become stationary and t ceases to be a state variables. Using (72) and (9) and

V (∆ + 1)− V (∆) = −φλ−∆−1 + φλ−∆ = φλ−∆λ− 1
λ

,

the Bellman equation reads

(r + z − gY )V (∆) = Y
(
1− λ−∆

)
+ λ−∆ max

I

{
Iφ
λ− 1
λ
− w 1

ϕ
Iγ
}
.

The optimal innovation flow rate I∗ is implicitly defined by the necessary and sufficient FOC

γ
1
ϕ
Iγ−1 =

φ

w

λ− 1
λ

, (65)

where φ
wI

is constant along the BGP. Hence, I∗ is independent of time and the same for all firms. In particular

Iφ
λ− 1
λ
− w 1

ϕ
Iγ = (γ − 1)

1
ϕ
Iγ−1w

so that upon substituting (72), we get that

(r + z − gY )κ− (r + z − gY )φλ−∆ = Y
(
1− λ−∆

)
+ (γ − 1)w

1
ϕ
Iγλ−∆.

= Y −
(
Y − (γ − 1)w

1
ϕ
Iγ
)
λ−∆.

As this equation has to hold for all ∆, we need that

φ =
Y − (γ − 1)w 1

ϕI
γ

r + z − gY
. (66)
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Similarly we get κ = Y
r+z−gY , so that the value function is given by

V (∆, t) = κ (t)− φ (t)λ−∆

=
Y (t)

r + z − gY
−

(
Y (t)− (γ − 1)w (t) 1

ϕI
γ

r + z − gY

)
λ−∆

=

(
1− λ−∆

)
Y (t) + (γ − 1)w (t) 1

ϕI
γλ−∆

ρ+ z

≡ π (∆, t) + (γ − 1)w (t) Γ (I,∆)
ρ+ z

, (67)

where I used that the Euler equation implies that ċ(t)
c(t) = gY = r − ρ. This verifies (27). For V (∆, t) to grow

at a constant rate, we need to show that w (t) and output Y (t) grow at a constant rate gY . Given the constant
innovation rate I and the constant entry rate z, the growth rate gY is constant and given by gY = ln (λ) (I + z).
That both wI and Y grow at this rate, is seen from the free entry condition. We finally have to establish that there
exists a solution for I, which is consistent with (73). Using (66), the first-order condition can be rewritten

ρ+ z =
η

ϕ (1 + ηχ)
(
γIγ−1 (ρ+ z) + (γ − 1) Iγ

)
. (68)

As the RHS of (68) is increasing in I and satisfies

lim
I→0

(
γIγ−1 (ρ+ z) + (γ − 1) Iγ

)
= 0

lim
I→∞

(
γIγ−1 (ρ+ z) + (γ − 1) Iγ

)
= ∞,

there is a unique innovation level I, which is consistent with firm’s optimal behavior and the value function V (∆, t).
To finally determine the equilibrium innovation level I and the entry intensity x, consider (31) and (32), i.e.

ϕ
1 + ηχ

η
= γIγ−1 +

γ − 1
ρ+ xI

Iγ ≡ t (x, I) (69)

ϕ =
x
(

(1− α) γIγ−1 (ρ+ xI) λ
λ−1 + ((1− α) (γ − 1) + 1) Iγ

)
(λ− 1) + λx

+ ϕ
1 + ηχ

η
xI ≡ h (x, I) . (70)

From (69),
∂I

∂x
= − tx (x, I)

tI (x, I)
> 0

as tx (x, I) < 0 and tI (x, I) > 0. From (70),

∂I

∂x
= −hx (x, I)

hI (x, I)
< 0
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as

hx (x, I) =
(

(1− α) γIγ−1 (ρ+ xI)
λ

λ− 1
+ ((1− α) (γ − 1) + 1) Iγ

)
(λ− 1)

((λ− 1) + λx)2 +

x
(

(1− α) γIγ λ
λ−1

)
(λ− 1) + λx

+
ϕ

η
I > 0

hI (x, I) =
x
(

(1− α) γ λ
λ−1

(
(γ − 1) (ρ+ xI) Iγ−2 + Iγ−1x

)
+ γ ((1− α) (γ − 1) + 1) Iγ−1

)
(λ− 1) + λx

+
ϕ

η
x > 0.

Hence, (31) and (32) define two continuous loci with different slopes. Additionally,

lim
x→∞

IFE (x) = I∞ <∞ and lim
x→0

IFE (x) = I0 < I∞

where IFE (x) is the locus implicitly defined by the free entry condition (31). Similarly,

lim
x→∞

ILM (x) = 0 and lim
x→0

IFE (x) =∞,

where ILM (x) is locus implicitly defined by the labor market clearing condition (32). Hence, there is a unique
intersection and therefore a unique equilibrium.

5.5 Deriving the Budget Constraint (34)

To derive (34), it is useful to think of households having access to two assets to transfer resources across time. They
can either save in physical capital or they can save in a mutual fund, who owns the corporate sector of the economy
and finances entrants by venture capital. This mutual fund pays an interest r (t) for each dollar invested. Letting
A (t) be the savings in the mutual fund, the budget constraint of the representative household is given by

Ȧ (t) + K̇ (t) + C (t) = w (t)L+ (R (t)− δ)K (t) + r (t)A (t) . (71)

From (71) it is apparent that no-arbitrage across asset classes directly implies that R (t) − δ = r (t). Let Ω (t)
be the value of the mutual fund managing the households’ savings. As the mutual fund owns all the firms in the
economy, hires innovators to fabricate new blue prints and pays an interest rate r (t) to investors, Ω (t) solves the
HJB equation

rMF (t) Ω (t)− Ω̇ (t) =
∞∑
i=1

[π (i, t)− w (t) Γ (i, t)]µ (i)− w (t) z
(

1 + χη

η

)
− r (t)A (t)

+
∞∑
i=1

[I (V (i+ 1, t)− V (i, t))− zV (i, t)]µ (i) + zV (1, t) ,

where rMF (t) is the return of owning the mutual fund. The per-period cash-flows of the mutual fund are given
in first row - the mutual fund is the recipient of corporate profits net of innovation expenditures, pays investors
an interest rate of r (t) and finances the venture capital for new innovations. The second row contains the capital

61



gains. The first term reflects the changes in the aggregate valuations of the existing firms in the portfolio of the
fund. The second term zV (1, t) reflects that the mutual fund owns all new entrants. Now note that

∑∞
i=1 [I (V (i+ 1, t)− V (i, t))− zV (i, t)]µ (i) + zV (1, t)

=
∑∞
i=2 V (i, t) Iµ (i− 1)−

∑∞
i=1 V (i, t) (I + z)µ (i) + zV (1, t)

=
∑∞
i=2 V (i, t) [Iµ (i− 1)− (z + I)µ (i)] + V (1, t) [z − (I + z)µ (1)] = 0,

as µ is stationary so that Iµ (i− 1) − (z + I)µ (i) = 0 and z − (I + z)µ (1) = 0 (see (17)). If there is perfect
competition among mutual funds, the return of owning a mutual fund has to be zero, i.e. rMF = 0. This implies
that

r (t)A (t) =
∞∑
i=1

[π (i, t)− w (t) Γ (i, t)]µ (i)− w (t) z
(

1 + ηχ

η

)

=
∞∑
i=1

π (i, t)µ (i)− w (t)

(
z

(
1 + ηχ

η

)
+
∞∑
i=1

Γ (i, t)µ (i)

)
= Π (t)− w (t) [L− LP (t)] .

Substituting this into (71) yields

K̇ (t) + C (t) = w (t)L+ wILS + (R (t)− δ)K (t) + Π (t)− w (t) [L− LP (t)]

= w (t)LP + (R (t)− δ)K (t) + Π (t) ,

which is (34).

5.6 Static Misallocation and Dynamic Incentives

Suppose that firms have access to the same physical productivity q and that the economy has access to an outside
technology to produce each variety with productivity qL. This implies that mark-ups are constant in the cross-
section of firms and given by ξ = q

qL
. Let us assume for simplicity that q = λqL. Suppose that the innovation

technology is given by

Γ (I,∆) = λ−∆ 1
ϕ
Iγ + f

where f is a fixed cost requirement. I will construct a steady state equilibrium, where neither entry nor innovation
occurs. Again, conjecture that the value function is given by

V (∆) = κ− φλ−∆, (72)

where V is constant because there is no growth in this economy. The HJB equation now reads

r (t)V (∆) = π (∆) + max
I

{
I (V (∆ + 1)− V (∆))− w (t)λ−∆ 1

ϕ
Iγ − w (t) f

}
,

as (by construction) there will not be entry. Again

V (∆ + 1)− V (∆) = −φλ−∆−1 + φλ−∆ = φλ−∆λ− 1
λ

,
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so that
r (t)V (∆) = π (∆) + λ−∆ max

I

{
Iφ
λ− 1
λ
− w (t)

1
ϕ
Iγ − w (t) fλ∆

}
.

The necessary and sufficient FOC for innovation choice is still

w (t) γ
1
ϕ
Iγ = φ

λ− 1
λ

I, (73)

so that

Iφλ−1
λ − w (t) 1

ϕI
γ − w (t) fλ∆ ≤ Iφλ− 1

λ

γ − 1
γ
− w (t) f.

Now suppose that I = 0. Then
r (t)V (∆) = π (∆) =

(
1− λ−∆

)
Y (t) .

Along the steady state,
Y (t) = Y and r (t) = r = ρ

so that

V (∆) =

(
1− λ−∆

)
Y

ρ
=
Y

ρ
− λ−∆Y

ρ
,

which shows that
κ = φ =

Y

ρ
.

A sufficient condition for this equilibrium is that there is no innovation, i.e.

f > I
φ

w

λ− 1
λ

γ − 1
γ

.

The optimal innovation rate solves I =
(
φ
w
λ−1
λ

ϕ
γ

) 1
γ−1

, so that

I
φ

w

λ− 1
λ

γ − 1
γ

=
(
Y

w

1
ρ

λ− 1
λ

1
γ

) γ
γ−1

(γ − 1)ϕ
1

γ−1 .

In a steady state equilibrium, the entire laborforce is employed in the production sector, so that

w = (1− α)Y Λ.

Hence, a necesary condition for firms to not be willing to spend resources on innovation is that

f >

(
λ− 1
1− α

1
ρ

1
γ

) γ
γ−1

(γ − 1)ϕ
1

γ−1 .

This is a parametric condition, which is satisfied if the fixed costs f are high, the productivity ϕ is low, the innovation
step-size λ is low and the discount rate ρ is high, so that innovations, which pay off in the future, are valued little.

63



For this equilibrium to occur, we also require that there are no entry incentives. There is no entry if

w ≥ η (V (1)− χw) =
η

1 + χη
V (1) =

η

1 + χη

λ− 1
λ

Y

ρ
,

Rearraning terms yields

1 + χη

η
≥ λ− 1

λ

1
ρ

Y

w
=

1
ρ

λ− 1
1− α

.

Again, this is a parametric condition which is satisfied if the discount rate is high, the innovation step-size is low,
the entry costs χ are high and the entry productivity η is low. In such a world there is no static misallocation, as
mark-ups and hence measured productivity are equal in the cross-section of firms. However, the economy is not
particularly efficient, because there is no growth.

5.7 A Simple Model of Credit Constraints

Given the environment described in the text, firms solve the problem

max(k,l) Y (t)
(
ql1−αkα

)σ−1
σ − wl −Rk

s.t. wl +Rk ≤ θA.

Letting µ be the multiplier on the collateral constraint, the two optimality conditions are given by

Y
σ − 1
σ

(1− α)
(
ql1−αkα

)σ−1
σ

1
l

= (1 + µ)w

k

l
=

α

1− α
w

R
.

If µ > 0, then θA = wL+Rk = w
1−αL so that

lC (a, q) =
1− α
w

θA

If µ = 0, then

lU (q) =
1− α
w

(
Y
σ − 1
σ

)σ ( 1
ψ (w,R)

)σ−1

qσ−1.

where ψ (w,R) =
(

w
1−α

)1−α (
R
α

)α. The solution to the problem is therefore given by

l (a, q) = min
{
lC (a) , lU (q)

}
=

1− α
w

min

{
θA,

(
σ − 1
σ

)σ
Y σ
(

1
ψ (w,R)

)σ−1

qσ−1

}

Hence, the firm is constrained if

Ã =
A

qσ−1
<

1
θ

(
σ − 1
σ

)σ
Y σ
(

1
ψ (w,R)

)σ−1

≡ A (q, w,R, Y, θ) ,
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which is (40). Productivity is given by TFPR = py
lαk1−α = pq, where p (ν) = Y

1
σ y−

1
σ . If firms are unconstrained,

yU (ν) = qkU (q)α lU (q)1−α =
(
Y
σ − 1
σ

)σ ( 1
ψ (w,R)

)σ
qσ,

so that pU (q) =
(

σ
σ−1

)
ψ(w,R)

q

(
1
Y

)σ−1
σ . This implies that

TFPRU =
σ

σ − 1
ψ (w,R)

Y
σ−1
σ

,

i.e. TFPR is constant. If firms are constrained, yC = 1
ψ(w,R)qθa, so that pC (a, q) = (Y (t)ψ (w,R))

1
σ

(
1
qθa

) 1
σ

.
Hence,

TFPRC (a, q) = (Y (t)ψ (w,R))
1
σ

(
1
θ

) 1
σ
(
qσ−1

a

) 1
σ

.

To get (41), note that

ln (TFPR (A, q)) =
(

1− 1
[
Ã < A (q, w,R, Y, θ)

])
ln
(
TFPRU

)
+ 1

[
Ã < A (q, w,R, Y, θ)

]
ln
(
TFPRC (A, q)

)
= ln

(
TFPRU

)
+ 1

[
Ã < A (q, w,R, Y, θ)

] 1
σ

[
ln

(
qσ−1

A

)
− ln

(
1

A (q, w,R, Y, θ)

)]
= const +

1
σ

1
[
Ã < A (q, w,R, Y, θ)

] [
ln

(
A (q, w,R, Y, θ)

Ã

)]
,

as by construction TFPRC
(
A (q, w,R, Y, θ) qσ−1, q

)
= TFPRU .
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